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Figure 1.1: Research Methodology and Approach 
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1.4 Dissertation Structure  

The rest of this dissertation is organized as follows:  

Chapter 2 presents our survey work in Critical Infrastructure Protection Area, where 
we provide a classification and comparison of critical infrastructure protection tools, 
along with a review and analysis of available cybersecurity Self-Assessment tools.  

In Chapter 3, environmental and climate change impacts in transportation sector are 
discussed, introducing the need of climate change adaptation for resilient and 
sustainable CIs. An analysis of global adaptation initiatives and adaptation options 
are provided, along with a detailed classification of adaptation assessment and risk 
planning tools. This provides a multi-faceted taxonomy and analysis of available 
Climate Change Adaptation tools for risk management policies in the transport sector. 

Chapter 4 focuses on Aviation Sector CIs Cyber-Resilience and more specifically 
our research integrates four main sections of Aviation, which are: i) Smart Airports 
and their advanced intelligence infrastructures; ii) Air traffic management 
interoperability and Air Traffic Control systems; iii) Unmanned Aircraft Systems 
(UAS) and their potential threats to aviation sector; and iv) Aviation network 
interdependencies concerning traffic delays.  

The implementation rate of cybersecurity measures in aviation sector is researched 
through an online survey and risk scenarios are developed for cyber-physical 
malicious attacks, along with effective counter measures and mitigation options. 
Moreover, we propose a resilience action plan for aviation and airports stakeholders 
for defending CIs from airborne threats and misused IoTs.   

Finally, after assessing aviation network interdependencies, we propose a method 
able to detect the most critical airports and congested connections, based on their 
delay contribution in dependency chains. The proposed software tool can predict the 
n-order dependency chains, which should be avoided by airline flight planners, 
aiming to reduce delay impacts in the aviation network. 

In Chapter 5, this thesis explores the sustainability of data centers which is the heart 
of IT technology and intelligent operations of CIs. Data centers support transportation 
and its critical infrastructures, including aviation management systems. Supporting 
sustainable design of DCs, a new methodology is proposed for assessing 
sustainability using a holistic approach and evaluating in a spherical way the 
environmental impact and operational efficiency of data centers. 

Chapter 6 concludes the dissertation with a summary and presents peer-reviewed 
publications of our research.   
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The goal of this survey is to capture the current knowledge and information and try 
to compare existing Critical Infrastructure Protection (CIP) tools and methodologies 
that can serve as a common baseline for CI risk analysis and assessment. We have 
based the comparison of CIP related tools on two different aspects: (i) the Purpose 
(i.e. Functionality) that they serve by each tool and (ii) the Modeling Approach and 
technical development. In this work, we detected and examined sixty-eight (68) CIP 
tools and methodologies, a great number of which were developed in the U.S. (see 
Appendix A for a full description of the examined tools presented in this work). 

2.1.2  Classification of CIP Tools Based on their Purpose  

According to the National Infrastructure Protection Plan (NIPP, 2013), tools, 
frameworks and methodologies are classified according to the Purpose that they 
serve, i.e. the stage of the risk management framework that they aid with their output. 
These stages are: (i) risk identification, (ii) risk assessment, (iii) risk prioritization, 
(iv) risk mitigation planning and (v) effectiveness evaluation. Using systems 
engineering as an example, a model of the serial process is shown in Figure 2.1, as 
modeled by the NIPP Risk Management Framework.    

 

Figure 2.1. NIPP framework for Protection and Risk Management of CIs  

  

After setting the security goals, the following goals must be achieved in serial order: 

1. Risk Identification (RI): Identification of assets, potential vulnerabilities, and 
events along with relationships.  

2. Risk Assessment (RIA): Assessment of probabilities and consequences of risk 
events. May include cost, schedule, performance impacts and functionality 
impacts.  

3. Risk Prioritization Analysis (RP): Aggregate and analyze risk assessment results, 
establish priorities that provide the greatest mitigation of risk. Criticality of risk 
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Figure 2.2. CIP tools Classification according to Risk Management Purpose 
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Figure 2.3. CIP tools Classification according to Modeling Approach 
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2.1.4 Classification Summary 

The department of Homeland Security (Critical Infrastructure Sectors | CISA, 2013) 
identifies sixteen CI sectors as shown in Table 2.1.   

Table 2.1. Sector Prefixes 

Critical Infrastructure 
Sectors 

Prefixes Critical Infrastructure 
Sectors 

Prefixes 

Chemical CH Financial Services FS 
Commercial Facilities CF Food and Agriculture FA 
Critical Manufacturing CM Government Facilities GF 
Dams D Healthcare and Public 

Health 
HPH 

Defense Industrial Base DIB Information Technology IT 
Emergency Services ES Nuclear Reactors, Materials, 

and Waste 
NRMW 

Energy E Transportation Systems TS 
 

We use these CI sectors and reported prefixes in the following Table 2.2 to depict 
which sectors are covered by each tool. For the same use, abbreviation prefixes for 
Risk Purpose and Modeling Techniques are presented in figure 2.5, while figure 2.4 
presents the comparison aspects used for the classification of CIP tools  

 

Figure 2.4. Comparison aspects for Classification of CIP tools 

 

Figure 2.5. Classification abbreviation prefixes 
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In Table 2.2 we have summarized all the examined CIP tools and methodologies, 
based on their modeling approaches, risk purpose functionalities and the CI sectors 
that each tool can support.   

Table 2.2. CIP Tools Classification 

TOOL / 
METHODOLOGY 

MODELLING 
APPROACH 

PURPOSE 
FUNCTIONALITY 

CI SECTOR 

ActivitySim Agent Based, DS RI CF 
AIMS Agent Based, CS RI, RIA CF, C, E, IT, WWS 

AIMSUN System Dynamic Based RIA, RMP TS 
AMTI Loki 

Toolkit 
Network Based RIA, EE E, FS, TS 

AT/FP Agent Based, GIS RI, RIA, RP DIB, ES, HPH, TS 
Athena Network based, DT RIA CF, C, CM, DIB, E, 

FS, IT, NRMW, TS, 
WWS 

ATOM Network based RI, RIA, RMP, EE TS 
BIRR Methodology  

(No modeling) 
RI, RIA C, CF, CM, D, DIB, 

ES, E, FS, FA, GF, 
HPH, IT, NRMW, TS, 

WWS 
CAPRA System Dynamic Based RIA, RP, RMP FS, HPH, TS, WWS 

CARVER2 Empirical RI, RP HPH 
CASCADE Empirical RI, RIA C, CF, CM, D, DIB, 

ES, E, FS, FA, GF, 
HPH, IT, NRMW, TS, 

WWS 
CI3 Network Based, MC RP, EE C, CM, E, NRMW, 

WWS 
CIMS Agent Based, MC RIA, RP, RMP,EE CF, C, E, HPH, TS 
CIDA Empirical Based, Network 

Based 
RP, RMP, EE C, CF, CM, D, DIB, 

ES, E, FS, FA, GF, 
HPH, IT, NRMW, TS, 

WWS 
CIMSuite System Dynamic Based RI, RIA, RMP, EE C, CF, CM, D, DIB, 

ES, E, FS, FA, GF, 
HPH, IT, NRMW, TS, 

WWS 
CIP/DSS System Dynamic Based RI, RP, RMP, EE C, CF, CM, D, DIB, 

ES, E, FS, FA, GF, 
HPH, IT, NRMW, TS, 

WWS 
CIPDSS-DM Empirical RI, RP, RMP, EE C, CF, CM, D, DIB, 

ES, E, FS, FA, GF, 
HPH, IT, NRMW, TS, 

WWS 
CIPMA System Dynamic Based RMP, EE C, E, FS, IT, TS 
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CISIA Agent Based, Relational 
Databases 

RP, RMP C, CM, E, NRMW, 
WWS 

COMM-ASPEN Agent Based, MC RI, RIA, EE C, E, FS 
COUNTERACT Methodology  

(No modeling) 
RI, RIA, RP, RMP, 

EE 
E, HPH, TS  

DECRIS Methodology RIA, RP, RMP,EE C, E, IT, TS, WWS 
EMCAS Agent Based, DS RI, RIA, RP C, E, FS, WWS 
EpiSimS Agent Based, GIS RI, RIA, EE HPH 
EPRAM Cellular Automata RIA, RP E 

EURACOM Methodology  
(No modeling) 

RI, RIA, RP C, CF, CM, D, DIB, 
ES, E, FS, FA, GF, 

HPH, IT, NRMW, TS, 
WWS 

FAIT Network Based, Relational 
Databases, GIS 

RI, RIA ES, E, FS, NRMW, 
TS 

FastTrans Agent Based, DS RI, RIA, RP TS 
FEPVA Network Based, Relational 

Databases, GIS 
RI, RIA E 

FINSIM Agent Based, CS RI, RIA C, E, FS 
Fort Future Agent Based, GIS RI, RIA, RP, EE CF, C, CM, DIB, E, 

FS, HPH, IT, NRMW, 
TS, WWS 

HCSim Agent Based, DS RIA D, HPH, NRMW 
HURT Empirical RIA, RP, RMP HPH 

HYDRA 
Population and 

Economic 
Modeling 

Network Based, Relational 
Databases, GIS 

RIA FS, HPH 

I2SIM System Dynamic Based RI CF, CM, HPH, T 
IEISS Agent Based, GIS RI, RP, RMP E, NRMW, WWS 
IIM Economic Theory Based RI, RP, RMP C, E, FS, IT, TS, 

WWS 
INTEPOINT VU Agent Based, GIS RP CF, C, E, TS 

IRRIIS Network Based, DS RI, RIA, RP, RMP, 
EE 

C, CF, CM, D, DIB, 
ES, E, FS, FA, GF, 

HPH, IT, NRMW, TS, 
WWS 

Knowledge 
Management and 

Visualization 

Network Based, Rating 
Matrices 

RMP, EE E, TS, WWS 

LogiSims Empirical RI, RIA, RP, RMP E, HPH 
LS-DYNA System Dynamic Based RI, RIA CM, D, TS 

MBRA Network based, FT RI, RIA, RP E, FS, TS 
MIITS Agent Based, DS RI C, IT 
MIN Agent Based, CS RI CF, TS 
MSM Network based, DT RI, RIA, RP E, HPH, WWS 
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MUNICIPAL Network Based, Relational 
Databases, GIS 

RI, RP C, E, IT, TS 

N-ABLE Agent Based, DS RI, RP, RMP, EE E, FS, TS 
NEMO Network Based, Relational 

Databases, CS 
RP, RMP, EE C, DIB, E, TS, WWS 

Net-Centric GIS Network Based, Relational 
Databases, GIS 

RI, RIA TS, WWS 

NEXUS Fusion 
Framework 

Agent Based, GIS RIA CF, C, DIB, E, TS 

NG Analysis Tools Agent Based, Relational 
Databases 

RI, RIA, EE E 

NSRAM Agent Based, MC RI, RIA, RP, RMP, 
EE 

C, E, IT 

PC Tides Mathematical Equation RI D, ES, HPH, WWS 
PFNAM Network Based RI, RIA E 

PipelineNet Network Based, Relational 
Databases, GIS 

RI, RIA, RMP HPH, WWS 

QualNet Network Based, DS RI, RIA C 
Restore Empirical RMP CM ,E 
R-NAS Network Based RI, RIA, RMP, EE FA, TS 
RTDS Real Time Simulation RI E 

SessionSim Agent Based, DS RI C 
SIERRA Network Based RI, RIA, RMP, EE TS 

TEVA Empirical RI, RIA, RP HPH, WWS 
TRAGIS Network Based, Relational 

Databases, GIS 
RI TS, WWS 

TranSims Agent Based, DS EE CF, TS 
UPMoST Methodology  

(No modeling) 
RI CF 

VISAC System Dynamic Based RI, RIA CH, NRM 
WISE Agent Based, CS RI, RIA, RMP, EE CF, HPH, NRMW, 

WWS 
 

Available links for most tools, gathered at the time of publication of this survey, can 
be found at the Appendix A section at the end of this thesis. 

2.1.5 CI Modelling Tool Comparison 

Critical Infrastructure Protection plans are mainly based on risk management 
frameworks, with NIPP being the most advanced program, not only in objectives, but 
also in strategies and references to other plans worldwide. Various countries adopt 
similar CIP plans for the prevention and protection of Critical Infrastructures.  

All tools are used by either internal or external analysts. An external analyst makes 
use of the analytical tools outside the developing organization, whereas an internal 
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analyst uses them only internally. The classification criteria are related to the amount 
of expertise required in order to use the product, as well as the application 
requirements and the analytical output of each product. As far as requirements are 
concerned, criteria are driven by complexity, size and/or the nature of the underlying 
data used by each tool. 

2.1.5.1 Comparison Based on PURPOSE 

By comparing the CIP tools based on which risk management stages are covering, 
useful insight can be provided: 76% of the tools are dealing with Risk Identification 
(RI) and 67% are covering Risk Impact Assessment (RIA). 42% provide some sort 
of Risk Prioritization (RP) and 41% of them provide Risk Mitigation Planning 
(RMP), while only 35% evaluates the Effectiveness (EE). Results showed that 
covering all risk management stages is quite hard to achieve with a single tool, since 
it requires complicated data analysis. Only 4% (3 tools) cover all five risk purpose 
stages, while 17% (11 tools) cover four risk purpose stages. The other 80% of tools 
cover one, two or three stages as depicted in Figure 2.6:  

 

 

Figure 2.6. CIP Tool: No of Risk Stages Classification 

 
Tools that cover all five stages of risk purpose are less than 5%, Most of them are 
either broad methodologies (like COUNTERACT, IRRIIS, EURACOM, BIRR) or 
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Critical infrastructure modelling is mainly associated with simulation techniques and 
mathematical models, which are combined with the aforementioned supplementary 
computational techniques. Categorization according to the modeling approach used 
per number of sectors is presented in Figure 2.8. Agent based and network-based tools 
are covering mainly up to three CI sectors. Only a handful of tools and methodologies 
cover more than seven types of CI sectors. 

 

Figure 2.8. CIP Tools Classification per Modeling approach and No of Purpose Stages 

For tools covering one or two sector, energy, transportation systems and/or public 
health sectors seem to be the most popular. 

A wide acceptance of simulation paradigms exists, especially through modelling with 
the use of multi-agent systems as well as of system dynamics, that are most commonly 
combined with the computational methods of Monte Carlo simulation, discrete time-
step simulation and continuous time-step simulation, because they are most suitable 
for optimal solutions. There are also other applications of agent-based simulation, 
which are combined with geographic information systems (GIS) in order to predict 
not only human behavior, but also the performance of the infrastructure in case of an 
emergency within specific geographic areas. 

Relational databases, on the other hand, are currently the predominant choice to store 
data, information and records which represent the properties of a system in a precise 
manner. Thus, relational databases are widely used in asset inventorying which can 
be combined with monitoring of events, real time recording, geo-referencing (GIS), 
error logs, access control, risk components etc. By doing this, it is easier to establish 
relationships among elements that compose the critical infrastructure, just by 
matching data using common characteristics found within the data sets. 

0 5 10 15 20 25 30

Agent Based

Network based

Empirical

System Dynamic

other

Number of Sectors per Approach Analysis 
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What is more, rating matrices are useful in assessing the severity of a risk, when an 
event occurs, through and decision-making procedure. These kind of modelling 
techniques not only include data processing in risk analysis and risk mapping to 
support decision making, but also make use of traditional techniques. They are quite 
popular due to the fact that they allow combination with every computational 
technique and also have the ability to facilitate on sensitivity analysis. Last but not 
least, rating matrices, are appropriate for data classification of geographic information 
systems (GIS) as well as of monitoring events, because they may, but not necessarily, 
contain weighted data. 

As far as network theory is concerned, it makes possible to identify the most critical 
nodes of an infrastructure, by using graphical models which refer at the properties of 
the system in a precise manner. The complexity of network theory models, however, 
can increase exponentially for very large infrastructures. Thus, these models are 
practically applicable only to cases of smaller systems. 

The majority of tools are dedicated to a specific sector (one or two similar sectors) 
(39 out of 68 tools) with energy and transportation sectors being the most popular 
sectors.  NG Analysis Tools, EPRAM, FEPVA and RTDS are dedicated to the Energy 
Sector.  NG Analysis Tools is an agent-based suite covering three purpose stages (RI, 
RIA, EE). FEPVA is a network-based tool that covers two purpose stages (RI, RIA) 
and EPRAM differentiates by being the only cellular automata modeling tool. 
EPRAM (Electric Power Restoration Analysis Model) calculates potential restoration 
times for electric power systems and determines the time point when restoration needs 
to start. Restoration results used in EPRAM are based on cellular automata models 
and industry data. This is a specific type of analysis that models each sector 
individually, since cellular automata have two possible values for each cell (0 or 1), 
and rules that depend on nearest neighbor values. The Real Time Digital Simulator 
(RTDS) tool provides simulation of power systems technology. It is used to study 
power systems with complex High Voltage networks. Since the simulator functions 
in real-time, the power system algorithms are calculated quickly enough to 
continuously produce output conditions which realistically represent conditions in a 
real network.  

Some tools are only dedicated to the Transport Sector, namely ATOM, SIERRA, 
FastTrans & AIMSUN. Among them, ATOM and SIERRA cover more than four risk 
purpose stages and they are both implement network-based method approaches. 
FastTrans is an agent-based tool that covers three purpose stages (RI, RIA, RPR). 
AIMSUN is the only EU originated tool and can cover two purposes (RIA, RM). Each 
analysis approach is based on system dynamics. 
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Europe has developed mainly methodologies (COUNTERACT, EURACOM, 
IRRIIS) and not full simulation tools. AIMSUN is the only Transport Simulation tool 
developed in Spain. Its analysis approach is based on system dynamics. The tool is 
able to cover two purpose stages (RI, RPR) but only one sector (Transportation). 

It is worth to mention that a meta-tool has been developed in the U.S., namely 
SimCore. SimCore combines multi-agents as its modelling technique with discrete 
time-step simulation. It utilizes a collection (family) of simulation applications 
(ActivitySim, DemandSim, SessionSim, FastTrans and MIITS-NetSim) All of them 
follow the SimCore modelling paradigm as a library for building large-scale 
distributed-memory discrete event simulations and can work together by exchanging 
events. 

2.1.6. Summary of Research Work 

In this work we have identified, classified, and compared various tools that have been 
developed to analyze CIs and support CI risk management. Emphasis has been given 
on the comparison of similar tools from the perspective of their purpose and modeling 
approach. Most Critical Infrastructure Protection plans have been based on risk 
management frameworks. USA/NIPP keeps the most advanced program in 
developing strategies, techniques, and applications. In general, the study of threats 
and vulnerabilities in Critical Infrastructure systems is categorized in two distinct 
aspects in the development of methodologies and applications. 

The first one describes the current state of an infrastructure, by using purpose stages 
to obtain a clearer view of infrastructure performance and its response to 
vulnerabilities. Literature review identified the models used for each stage of risk 
assessment and mitigation and showed that significant research focuses on risk 
identification and risk assessment stages.  

Critical Infrastructure modeling tools and applications use modeling approaches that 
utilize and possibly merge multi-agent systems, system dynamics, the network 
theory, or empirical systems. Multi-agent and network-based systems are the most 
widespread modeling techniques. 

The effective implementation of the CIP plans depends on the degree to which 
government and private sector partners engage in systematic, effective, multi-
directional information sharing. Therefore, it is strongly recommended any 
cooperation between governmental or supranational organizations or agencies with 
appropriate levels of authority and responsibility. 
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The trend toward integrating ICS systems with IT networks provides significantly 
less isolation from the outside world, creating a greater need to secure these systems 
from remote, external risks. Threats to both ICS and IT systems can come from 
numerous sources, including malicious intruders, terrorist groups, disgruntled 
employees, accidents and others (ENISA, 2015a). Therefore, ICS have greater 
security challenges to confront, since they have not achieved yet the same level of 
cybersecurity maturity as other cyber or IT resources. 

2.2.3 Related work on ICS Security Management   

Over the last decade, a number of standards and directives dealing with cybersecurity 
of ICS systems have emerged. In 2004, NIST published the System Protection Profile 
for Industrial Control Systems, which covered the risks of ICS systems. In 2007, the 
US President's Critical Infrastructure Protection Board and the Department of Energy 
outlined the steps an organization must undertake to improve the security of ICS 
networks by introducing 21 Steps to Improve Cyber Security of SCADA Networks 
(US Department of Energy, 2007). In 2008, the Centre for Protection of National 
Infrastructure (CPNI) produced a Good Practice Guide for Process Control and 
SCADA Security encapsulating best security practices (Guide & Governance, 2006). 
In 2013, the European Union Agency for Network and Information Security (ENISA) 
released the recommendations for Europe on ICS security and three years later 
published security good practices for ICS/SCADA Systems. In 2014, the North 
American Electric Reliability Corporation (NERC) introduced the development of a 
wide range of standards covering many aspects of ICS cyber security. Finally, NIST 
has released a comprehensive guidance on wide range of security issues, and 
technical, operational and management security controls, last updated in 2015 
(Stouffer, Lightman, et al., 2015).  Over and above to these guidance work, scientific 
research has developed various CIP tools, able to model CI characteristics, their 
interdependencies and the impact of potential failures in their systems. In previous 
work (Stergiopoulos, Vasilellis, et al., 2016), a review of sixty-eight available in 
literature tools, frameworks and methodologies for CI protection were analyzed and 
classified. However, these tools do not concentrate on ICS systems, instead they 
examine CIs entities as a whole.  

Risk assessment is generally understood as the process of identifying, estimating and 
prioritizing risks to the organizational assets and operations. This is an essential 
activity within security management, as it provides the foundation for risk 
identification and treatment with the adoption of effective cybersecurity measures. 
Several methods and tools are available in literature for conducting risk assessments. 
These vary according to contexts, as well as the type of organizations and the CI for 
which the assessment is designed. A few examples of the most popular and well-
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regarded approaches include ISACA, ISO/IEC 27001, OCTAVE, COBIT, CRAMM, 
MAGERIT and EBIOS. Their origins range from standard-setting bodies (e.g., 
ISACA and ISO/IEC) to governments (e.g., UK for CRAMM, France for EBIOS, 
Spain for Magerit etc).  

Despite the large number of risk assessment methodologies, the particularities of 
SCADA often prevent the straightforward application and adjustment is required to 
fit the context of SCADA systems. Therefore, focused on ICS systems, a detailed 
overview of twenty-four risk assessment methods developed for SCADA systems 
was presented by (Cherdantseva et al., 2016). This work pinpointed that, for the vast 
majority of the methods examined for ICS, there was no software prototype or 
automated tool in order to support them. Instead, in several methods the development 
of software prototype was outlined as a subject for future work. Our literature 
research revealed that despite exhaustive work on ICS cybersecurity protection 
guidance, risk assessment and management tools, no research has been presented 
related to self-assessment tools analysis and their complementary effect on ICS 
cybersecurity and efficient risk management.  

Self-assessments usually provide an additional tool for organizations to determine 
current status of their information security programs, improve staff security 
awareness, prepare organization before security audits and establish new targets for 
improvement (Swanson & Lennon, 2001). Most self-assessment methods utilize an 
extensive questionnaire survey, containing specific audit objectives, for testing and 
evaluating control systems or group of interconnected systems. These questionnaires 
do not establish new security requirements. Instead, their control objectives and 
techniques are abstracted directly from long-standing requirements & established 
standards, as found in statute, policy, and guidance on security. For a self-assessment 
to be effective, a complementary risk assessment should be conducted by security 
experts in parallel or in advance. Therefore, a self-assessment does not eliminate the 
need for a risk assessment within the organization Risk Management Program. 

NIST has introduced in 2003 the first Automated Security Self-Evaluation Tool 
(ASSET) to automate the process of completing a system self-assessment, contained 
in NIST Special Publication 800-26, Security Self-Assessment Guide for Information 
Technology Systems (Swanson & Lennon, 2001). Since then, several security self-
assessment tools have been developed, evolved, and enhanced with functionalities 
which are presented, analyzed, and compared in subsection 2.2.4.  As part of its 
efforts to increase awareness, understanding and reducing cyber risks to critical 
infrastructures, NIST has also developed a voluntary framework, based on existing 
standards, guidelines, and practices (NIST, CYBERSECURITY FRAMEWORK, 
2018). This cybersecurity framework creates a solid basis for managing cybersecurity 
risks related to critical infrastructure. It provides a risk-based approach for cyber-
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In Figure 2.10, the screenshot of NIST questionnaire completing form is presented. 

 

Figure 2.10: NIST Questionnaire Screenshot 

CSET Scada Self-Assessment Questionnaire: assess security of information and 
operational systems cybersecurity practices by asking a series of detailed questions 
about system components and architectures, as well as operational policies and 
procedures. CSET provides a variety of questionnaires structures derived from 
selected by user industry cybersecurity standards. Specifically, CSET questionnaire 
starts survey by requesting information about the critical sector, the industry, the 
gross value of the assets that the organization wants to protect and time expected to 
be spent for the assessment effort. Moreover, users are able to choose whether privacy 
is a significant concern for their assets, their procurement supply chain assessment 
needs and the use of ICS systems. So, after completing this interactive section, next 
step is to specify Security Assurance Level and the appropriate Standards. Depending 
on the above selections up to 1030 questions reposed to responders, which can be 
separated into three major areas: management, operational and technical controls. 
Figure 2.11 depicts the topics of each of the above areas that are included in the 
questionnaire.  

 

Figure 2.11: CSET Topic Areas of Questions 
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(people, institutions, laws, policies, and information systems) that convert 
infrastructure and vehicles into working transportation networks. Modes of transport 
include air, rail, road, water, pipeline and space. In this subsection, the transport sector 
and detected climate impacts on different transportation modes are presented and 
analyzed.       

Transport activity is the result of bringing together resources of quite different nature. 
Service providers put together these resources to make transport services available 
for different needs, thereby using different transport modes. Regulators at the various 
administrative levels provide the basic rules to facilitate operations to run smoothly, 
efficiently and with minimum impacts (European Commission, 2011). Finally, the 
numerous users make their choices and thereby shape transport demand.  

Disruptions to transportation systems can cause large economic and even human 
losses. For this reason, the transport sector is often characterized as a CI 
(Transportation Research Board, 2009); an important pillar of our economy and 
society. Since most stakeholders may only have a partial perspective of the system 
they manage or use, it is expected that without any national protection strategy, 
stakeholders will react autonomously to the challenges of climate change. Given the 
broad challenges of climate variations and the strong interconnectivity inside the 
transport sector, such a fragmented approach will potentially lead to great inefficien-
cies for transport sustainability and resilience to climate impacts. 

3.1.3. Impact of Climate Change on Transport Sector 

Rising temperatures and extended heatwave periods increase the problems of rail 
buckling, road pavement deterioration and thermal comfort for passengers in 
vehicles. Weather extremes generating floods or landslides, which can lead to short 
term delays and interruptions in all transportation modes, but also long-term 
interruptions and detouring needs in the event of destroyed land-side infrastructure. 
Sea level rise can threaten harbors and other transport infrastructure and services in 
coastal areas. Air transport can be challenged by changing wind patterns, flooding of 
airport infrastructure, and various extreme weather events. In addition, climate 
impacts that trigger changes in the organization of society and economy, like different 
tourist destinations or agricultural productions, can seriously reform transport de-
mand. Table 3.1 presents, in detail, the climatic pressures and risk of climate change 
for all transport modes, as collected by several literature sources (Committee on 
Climate Change and U.S. Transportation, 2008; Transportation Research Board, 
2009; European Environment Agency, 2014; US EPA, 2015) 
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Figure 3.1. Evolution of climate hazard damages to critical infrastructures in the EU 
(source: EU-JRC) 

3.1.4.  General approaches to climate change adaptation  

In this subsection, adaptation principles are discussed, focusing on adaptation 
assessment, evaluation and classification of adaptation options, based on conducted 
literature research. Worldwide adaptation strategies are exhibited and focus on trans-
port sector. Adaptation consists of actions responding to current and future climate 
change impacts and vulnerabilities (as well as to climate variability that occurs in the 
absence of climate change) within the context of ongoing and expected societal 
change. It means not only protecting against negative impacts of climate change, but 
also building resilience and taking advantage of any benefits it may bring.  

Adaptation and disaster risk reduction share the same ultimate goal to reduce 
vulnerability to hazardous events (Forzieri et al., 2018). There are synergies to be 
exploited in closely coordinating disaster risk reduction and adaptation policies. Risk 
reduction and prevention in the short and medium-term will primarily address socio-
economic developments and climate variability to reduce the impacts of natural and 
technical hazards, while adaptation aims at developing longer-term planning to 
address climate change impacts (European Environment Agency, 2014). Prepared-
ness refers to the readiness of human and natural systems to undergo gradual change 
through flexibility in practices and governance, thus it is a key common element of 
adaptation and disaster risk reduction actions. 
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According to (Willows et al., 2003) adaptation responses and decisions can be 
categorized as measures and strategies that contribute to: (i) Building adaptive 
capacity by creating the information (i.e. research, data collecting and monitoring, 
awareness raising), supportive social structures (i.e. organizational development, 
working in partnership, institutions), and supportive governance (i.e. regulations, 
legislations, and guidance) needed as a foundation for delivering adaptation actions; 
(ii) Identifying adaptation actions that help to reduce vulnerability to climate risks, or 
to exploit opportunities. These two categories reflect the range of adaptation measures 
and strategies from which a good adaptation assessment can be developed. 

3.1.5. Adaptation assessment  

Adaptation assessment is the practice of identifying options to adapt to climate 
change and evaluating them in terms of criteria such as availability, benefits, costs, 
effectiveness, efficiency, and feasibility. Approaches used in decision-making to 
assess potential adaptation options can be broadly categorized according to two main 
steps of analysis: (a) the identification of adaptation measures and (b) the evaluation 
of adaptation options. 

a) Identification of adaptation measures distinguishes four targets for strategies 
that contribute to building adaptive capacity and delivering adaptation actions:  

1. Accepting the impacts and bearing losses, which reflects a conscious decision that 
no action is needed to address foreseeable climate hazards, either because the hazards 
themselves represent a small or acceptable risk with existing measures, or because 
the exposure unit is not judged worth sustaining and alternatives will need to be 
considered.  

2. Preventing effects or reducing risks, which involves the introduction of new 
measures designed to reduce exposure of assets to new or heightened risks. Such an 
approach pre-supposes that the exposure unit is of sufficient value to warrant some 
degree of protection.  

3. Offsetting losses by spreading or sharing risks or losses, which implies using 
insurance or establishing partnerships or co-operatives to reduce financial or social 
losses and minimize exposure to risks.  

4. Exploiting positive opportunities, which might involve the introduction of new 
activities or behavior to take advantage of reduced climate risks or a move to a new 
location to exploit favorable climate shifts.  

There are limits to adaptation in terms of the time when action can be implemented 
in, and in terms of geographical space in which the action will be helpful. There are 
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to the projected impacts by communicating the risks and impacts of climate change 
and incorporating climate change risk considerations and adaptation actions in ACT 
Government policies. 

 

 
Figure 3.3: EU State Climate Adaptation Plans (source: EEA, 2014) 

3.1.7. Adaptation of transport to climate change 

In the past, transport has already dealt with extreme events causing interruptions, 
whether stemming from natural hazards or human impacts like accidents and power 
cuts, thus it developed strategies to maintain resilience. Therefore, adaptation of 
transport systems to climate change requires a wide perspective able to embed 
adaptation into broader transition strategies, rather than leaving it to be implemented 
by single stakeholders like infrastructure managers, operators or regulating 
authorities in the transport sector. 

The transport sector is specifically addressed with some detail in most national 
strategies and plans studied in this research (including countries such as Austria, 
Australia, Belgium, Denmark, Finland, France, Germany, Italy, Netherlands, Poland, 
Slovakia, Spain, Switzerland, United Kingdom and USA). Most of the national 
adaptation strategies and plans focus on transport infrastructure issues, and aspects of 
transport services, such as development of alternative routes and means of transport, 



http://www.climate-adapt.eea.europa.eu/
http://www.c2es.org/
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social and environmental benefits (win-win) and measures with incremental actions 

for flexible adaptation (Adaptive Management). 

Table 3.3: Infrastructure Design and Planning measures proposed in adaptation plans 

Infrastructure Design and Planning 
Measures 

Measure 
Type 

Risk and 
Uncertainity 

 
Adaptation Option Description 
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Revision of obsolete Design and 
Infrastructure Standards  

 
x 

 
x 

   

Create New Standards & Recommended 
Practices for Resilient Infrastructures 

 
x 

   
x 

 

Improve site/ earthwork design to combat 
landslide, subsidence, heave or wind 
damage. 

x 
    

x 
 

Civil engineering regular checks of 
infrastructure foundations and measures to 
protect erosion 

  
x 

   
x 

Review piping installation to identify which 
parts of plant equipment may be vulnerable. 

  
x 

 
x 

  

Strengthen drainage elements and design 
and improve storm drain capacity 

  
x 

   
x 

Proactively inspecting and maintaining 
guidance for infrastructure assets 

 
x 

   
x 

 

Use design limits to explore whether 
measures for heating, cooling, insulating or 
drying are required. 

  
x 

   
x 

Provide specific information/ guidance for 
staff on working in extreme temperatures or 
windy weather. 

 
x 

   
x 

 

 

3.1.7.3. Redundancies within and between transport modes 

Designing, building, and using redundant infrastructure, like alternative rail links or 
roads can support transport operation resilience. Build and retain ready to use back-
up equipment and vehicles, in case of emergency, and adding backup 
power/generator capacity in critical facilities are also suggested as redundancy 
measures. Usually, such a strategy involves extra cost to establish and maintain this 
redundant infrastructure, which, under normal conditions, might not be necessary. It 
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3.1.7.4. Operational Contingency  

Transport has traditionally developed approaches to cope with the impacts of extreme 
weather events, with solutions which might also be valuable options for adapting to 
climate change. Preparing for a risk situation can be done with contingency planning, 
business continuity and disaster recovery plans for extreme weather events. 
Emergency reporting and emergency equipment preparedness, surveillance and 
maintenance plans can support integrity of critical facilities. 

It is also important to locate records, materials and inventory away from potential 
vulnerable areas, or even relocate critical assets prior to damage or impact. Last but 
not least, insurance schemes can support key infrastructure funding and restoration in 
vulnerable areas. Operational Contingency Measures are presented and classified in 
Table 3.5. 

Table 3.5: Operational Contingency measures proposed in adaptation plans 

Operating Contigency Measure 
Type 

Risk and 
Uncertainity 

 
Adaptation Option Description 
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Establish Preparedness and Prevention Plan   x 
 

x 
   

Business Continuity & Disaster Recovery 
Plan  

  x 
 

x 
   

Emergency Reporting and emergency 
equipment preparedness 

  
 

x 
 

x 
  

Locate records, materials and inventory 
away from potential vulnerable areas. 

  x 
  

x 
  

Provide staff with more/ better PPE e.g. air-
flow suits/ helmets for hot weather, heavy 
snow or storm etc. 

  
 

x 
  

x 
 

Relocating critical assets prior to damage or 
impact 

  
 

x 
   

x 

Surveillance and Maintenance Plans to 
safeguard integrity 

 
x 

 
x 

   

Insurance schemes for key infrastructure in 
vulnerable areas 

  
 

x 
   

x 

 

From Table 3.5, it occurs that operational contingency measures can be either grey or 
soft measures, in order support integrity of infrastructure and transport continuity. 
Green measures are missing, since it is hard to find green solutions to secure transport 
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contingency. From the aspect of risk and uncertainty we can notice a variety of 
options proposed from cost effective ones to proportionate adaptive measures. 
 

3.1.7.5. Early warning systems 

Early warning systems allow transport managers to prepare for extreme weather 
events, whether they are induced by climate change or current climate variability. For 
example, EUROCONTROL Network Manager (EUROCONTROL, 2013) has 
developed a natural hazards and weather resilience tool, which provides information 
about the potential vulnerability to such events of airports and en route sectors in 
Europe. Warning systems can get valuable support through the application of infor-
mation and communications technology (ICT) to transport management. This is the 
case of sensors and devices, which provide real time information on traffic conditions 
on the network, including the distribution of temperature, vehicle speeds, presence of 
obstacles, deformations and other surface characteristics (Grant-Muller & Usher, 
2014). With the support of ICT, this information can be accessed in real time by 
infrastructure managers, service operators or users. 

Table 3.6: Early Warning Systems proposed in adaptation plans 

Early Warning Systems 
Measure 

Type 
Risk and 

Uncertainity 
 
 

Adaptation Option Description 
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Fixed warning systems with GPS 
technology, Meteorological instruments 
and other sensors to detect extreme 
weather events 

  
X 

  
X 

 

Vehicle sensors and devices transmitting 
real time information 

  
X 

  
X 

 

User devices which can get or transmit real 
time information  

 
X 

 
X 

   

Weather warnings & incident warnings 
network 

  
X 

  
X 

 

Warnings and awareness raising for staff 
on the increased risks during inclement 
weather. 

 
X 

   
X 
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their needs for climate forecasts in more scientific terms, and meteorological experts 
could better understand transport experts' needs and highlight innovative 
developments in their modelling practices that could provide useful answers. Through 
cooperation with experts in other fields, transport stakeholders can increase their 
flexibility in management and decision-making, thus potentially finding innovative 
solutions. Collaboration options are presented and classified in Table 3.8. 

Table 8 clearly demonstrates that collaboration measures are soft and win-win 
measures, since cooperation among experts with different backgrounds and expertise 
have been proved a fruitful and prosperous way to further mainstream adaptation 
efficiency and transport resilience.  

Table 3.8: Collaboration measures proposed in adaptation plans 

Collaboration Measure 
Type 

Risk and 
Uncertainity 

 
 

Adaptation Option Description 
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Communicating plans and information with the 
public and stakeholders 

  x       x   

Cooperation with stakeholders within transport 
sector to expand knowledge sharing and best 
practices 

  x       x   

Interaction of transport experts with other 
scientists to expand research on adaptation 
issues  

  x       x   

Cooperation with experts from other fields to 
increase knowledge base on climate, science 
and adaptation 

  x       x   

3.1.8. Summary of research work 

Transport systems are complex. They play a fundamental role in the economy and 
society, while they are characterized by the long lifespan and high costs of their 
infrastructure. These characteristics suggest the need for an adaptation approach with 
a long-term and systemic perspective, thus also preventing unsustainable 
development paths and maladaptation.   

Several states worldwide have started to put into place Adaptation Strategies and 
Action Plans with a variety of measures to promote the implementation of adaptation 
measures in all critical sectors, including transportation. These measures include the 
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provision of information, capacity building, review of technical standards and use of 
new ICT opportunities. The engagement of all the main stakeholders in the transport 
sector is of key importance from the perspective of both equity and efficiency, so 
regulating authorities, policymakers and researchers should make an extra effort to 
engage stakeholders in their research and information-dissemination activities.  

The majority of adaptation measures presented in this survey can be categorized to 
soft type options (60%), while grey options are also quite popular (38%) in the 
existing adaptation plans. There is a lack of green measures proposed, which is 
justified by transport sector infrastructure nature and environmental impact. In gene-
ral, transport sector low-regret and win-win measures are typically the measures that 
increase the resilience of transport systems, while providing additional, advantages 
in terms of smooth operations, quality of services and efficiency.  

Sound design and maintenance practices for transport infrastructure, integration of 
transport systems, revision of obsolete design standards and information sharing are 
some of the options described. Tools and measures developed to manage risks and 
disaster from natural hazards, including early warning systems and contingency 
plans, can be very useful for climate change adaptation too.  Most adaptation action 
focuses on climate-proofing transport infrastructures. Integrating adaptation 
requirements into the design of new and upgraded infrastructure comes at lower cost 
than adding them at a later stage. Another way to ensure transport flexibility is 
through providing functionally redundant option, which offers a higher capacity and 
enables flexibility in the event of a disaster or other interruption.  

It is important that adaptation measures taken in the transport sector are properly 
monitored and analyzed. This will enable stakeholders to improve their effectiveness 
and efficiency of future policy. Finally, cooperation between stakeholders inside and 
outside the transport sector can help to make use of the knowledge gained in other 
sectors and to find tailored, innovative, and effective solutions for transport adapta-
tion. 
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Although the field of climate adaptation planning is still relatively new, a variety of 
processes and approaches are emerging in order to assess and reduce vulnerabilities 
of CIs to climate change.  These processes and approaches require or benefit from the 
use of geospatial analyses and methodology tools. Basic steps of Adaptation planning 
processes, as depicted in Figure 3.4, involve: 

1. Scope problems, stressors & planning area, information gathering and data 
inventorying, build working groups and gain stakeholder involvement. 

2. Analyze information to elucidate patterns, relationships, and potential future 
outcomes, conduct vulnerability, impact and risk assessment and set priorities.  

3. Establish vision and prioritize adaptation strategies, create action plan based 
on priorities and schedule implementation. 

4. Implement and evaluate the effectiveness of plan, seek funding, adjust to 
unexpected or novel issues or stressors, revise strategies and priorities as 
needed. 

 

Figure 3.4: Adaptation Planning Process 
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Conducting vulnerability and risk assessment is a key analytical step not only for CI 
protection, as already presented in (Stergiopoulos, Vasilellis, et al., 2016), but also 
for adaptation planning. Climate change vulnerability assessments identify assets, 
which may be impacted. In addition, potential sources of vulnerability, risk 
assessments also consider the likelihood and consequences of potential climate 
change impacts. Due to the predictive nature of vulnerability and risk assessments, 
there is a degree of uncertainty in the results (Rozum & Car, 2014). It is important to 
understand and account for this uncertainty when considering management actions of 
adaptation, so decision support tools and related software can incorporate data, 
analyze trends, project evolution, and minimize uncertainty issues.  

Transport has already dealt with extreme events causing interruptions, stemming 
from natural hazards and developed strategies to maintain resilience. In previous 
work (Lykou et al., 2017) we have analyzed adaptation options for transport sector 
applied worldwide. Moreover US-TRB (Transportation Research Board, 2009) made 
the following recommendations: i) Transportation officials should inventory 
potentially vulnerable critical assets and incorporate climate change into long-range 
plans for new facilities ii) They should rely on probabilistic techniques to guide 
decisions and protect assets against the risk and consequences of failure; iii) Research 
programs should invest in the development of monitoring technologies that can 
measure stresses and provide warning of potential failures; and iv) Transportation 
stakeholders should develop procedures to identify and share best practices in 
managing assets. 

All the above recommendations highlight the need for mainstreaming available 
adaptation tools into planning and critical infrastructure protection, as an essential 
component of a successful and comprehensive climate adaptation. 

3.2.3.  Climate adaptation Tools Analysis 

The purpose of Adaptation Tools development is to provide the information 
necessary for stakeholders involved to select appropriate measures and manage risk 
of their projects. Since there has been an increased demand by governments and 
international agencies for practical guidance on methods for adaptation assessment, 
there is a huge development of analytical tools, which are available to support 
communities, decision makers and stakeholders (Rozum & Car, 2014). The emerging 
need for multi-model analysis has driven the creation of adaptation toolboxes, which 
describe the steps to be undertaken for adaptation and risk management process. They 
also provide access and information on available methods and models to use in such 
an analysis. The number of tools and guidelines pertaining to climate change has 
skyrocketed, driven mostly by international aid agencies and NGOs.  
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In this work, we have extensively searched for open literature adaptation tools, in 
order to create a useful pool of tools that can be used for CIs adaptation assessment. 
Although this selection of tools is not exhaustive, we have distinguished the ones who 
incorporate transport networks and related critical infrastructures. As a result, 
seventeen tools have been selected and analyzed in this subsection. They allow for a 
broad range of aspects to be evaluated and provide supportive information for 
adaptation planning projects in transport sector. These seventeen tools are shortly 
presented below: 

1. Baltic Climate Toolkit:  is a methodology tool that guides the process of 
identifying vulnerabilities in the Baltic countries and properly mitigating 
them. Typical pattern is problem recognition, vulnerability assessment and the 
mitigation planning. (Abbreviation used in our analysis: BALTIC_CLIM_TOOL. 
Available via: https://toolkit.balticclimate.org/en/the-project)  

2. Blue Spot Model:  is an analysis methodology used to identify roadways 
vulnerable to flooding. The method is using Geographical Information System 
environment and has a complete methodology for vulnerability and risk 
assessment. (Abbreviation used in our analysis: BLU_SPOT_MODE. Available 
via:  https://climate-adapt.eea.europa.eu/metadata/tools/the-blue-spot-model-a-key-
tool-in-assessing-flood-risks-for-the-climate-adaptation-of-national-roads-and-
highway-systems) 

3. Climate Vulnerability Monitor: is a monitoring tool that assesses 
vulnerabilities and risks and contains detailed information for projected 
climate related economic damages, deaths, environmental disasters on 184 
countries. Additionally, the tool has aggregated findings and 
recommendations to support decision makers. Data can be viewed either 
graphical (world map view) or through a monitor table. (Abbreviation used in 
analysis: CLI_VULN_MONITOR. Available via:   http://daraint.org/climate-
vulnerability-monitor/climate-vulnerability-monitor-2012/ ) 

4. Climate Guide: Climate Change Impacts in Finland: is developed for 
Finland, where scenarios are built concerning the water resources, potential 
energy demand and natural ecosystems range from baseline years of 1961-
1990 to 2099. Specific climate scenarios are being examined, where observed 
and projected data are provided for temperature and precipitation, based on 
different scenarios of carbon emissions. (Abbreviation used in our analysis: 
CLIMATE_GUIDE_FIN. Available via:   http://ilmasto-opas.fi/en/datat) 

5. Climada:  is a software tool available on Github which uses numerical 
functions to model economic damages from natural hazards.  It is based on 
scenario building and examines type of hazards, related variables, 

https://toolkit.balticclimate.org/en/the-project
https://climate-adapt.eea.europa.eu/metadata/tools/the-blue-spot-model-a-key-tool-in-assessing-flood-risks-for-the-climate-adaptation-of-national-roads-and-highway-systems
https://climate-adapt.eea.europa.eu/metadata/tools/the-blue-spot-model-a-key-tool-in-assessing-flood-risks-for-the-climate-adaptation-of-national-roads-and-highway-systems
https://climate-adapt.eea.europa.eu/metadata/tools/the-blue-spot-model-a-key-tool-in-assessing-flood-risks-for-the-climate-adaptation-of-national-roads-and-highway-systems
http://ilmasto-opas.fi/en/datat


http://climate-adapt.eea.europa.eu/%20metadata/tools/monitoring-adaptation-to-climate-change-macc
http://climate-adapt.eea.europa.eu/%20metadata/tools/monitoring-adaptation-to-climate-change-macc
http://index.gain.org/
http://www.mowe-it.eu/


https://coast.noaa.gov/digitalcoast/tools/slr.html
https://www.fema.gov/hazus
http://www.natureserve.org/%20conservation-tools/%20natureserve-vista
http://www.natureserve.org/%20conservation-tools/%20natureserve-vista
http://communityviz.city-explained.com/communityviz/
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17. UKCIP Adaptation Wizard: is a tool for adapting to climate change, by 
using a 5-step process that will help assessing vulnerability to current and 
future climate change. It identifies options for adapting to climate risks and 
helps developing and implement adaptation strategy. (Abbreviation used in our 
analysis: UKCIP_WIZARD. Available via:   http://www.ukcip.org.uk/wizard/ ) 

3.2.4.  Classification of Adaptation Tools 

In this subsection, the main contribution of our work is presented, where adaptation 
tools are analyzed and classified in several ways, aiming to facilitate stakeholders to 
understand which ones better fit to their adaption planning needs. In 4.1. tools are 
classified according to typology and target audience, in 4.2. classification is dealing 
with climate impacts and economy sectors affected, then in 4.3. tools are categorized 
according to adaptation planning steps. In subsection 4.4, software tools are further 
classified according to their functionality & mode of use. Finally, in 4.5 Strengths 
and Weaknesses are evaluated. 

3.2.4.1. Classification according to Type of tool and Target Audience 

The selected adaptation tools are classified, based on the following three broad 
categories:  

i. Informative Guidelines which are tools that offer informational databases on 
climate change and adaptation planning, through open libraries and 
repositories, supporting research and knowledge spread.  

ii. Methodologies & Assessments are those tools that describe climate adaptation 
though a sequence of steps, which should be followed in order to accomplish 
a specific task within a larger framework. Vulnerability and risk assessments 
are also included in this category, to evaluate threats and vulnerabilities. 

iii. Software Tools: are those tools that offer a calculating platform to facilitate 
user perform a specific task, model a problem, and enhance his experience by 
visualizing provided information. 

Each tool is designed to support different target audience and this information is 
presented in Table 3.9. Three main target groups are: i) Designers & Engineers (D); 
ii) Operators and Managers (O) and iii) Policy Makers (P). 
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Table 3.9: Tools Categories and target audience 

No Name Tool Category Target 

Group Informative 
Guidelines 

Methodology 
Assessment 

Software 
Tools 

1 BALTIC_CLIM_TOOL x x 
 

P- D-O 

2 BLU_SPOT_MODE 
 

x 
 

O 

3 CLI_VULN_MONITOR 
  

x P-O 

4 CLIMADA 
  

x D-O 

5 CLIMATE_GUIDE_FIN 
  

x O 

6 COMMUN_VIZ 
  

x P-O 

7 ECO_SPAT_PORTAL 
  

x P 

8 ECONADAPT x x 
 

D-O 

9 HAZUS-MH 
  

x D-O 

10 MACC 
  

x O 

11 MOWE_IT x 
 

x P-O 

12 NATURE_VISTA 
  

x P-D-O 

13 ND_GAIN 
  

x P 

14 SLR_CFI_VIEWER 
  

x P 

15 SNAP 
 

x 
 

P-O 

16 UKCIP_WIZARD 
  

x P-O 

17 URBAN_ADAPT_TOOL x x 
 

O 

Where P = Policy Makers, D= Designers/Engineers/Developers, O= Operators & Managers 

 

3.2.4.2. Classification of Adaptation Tools according to Sectors and Climate 
Impacts 

In Table 3.10 examined tools have been classified based on geographic scope, 

affected economy sector and climate impacts. In terms of geographical coverage, 

there are tools that cover a single state or location, multiple states (e.g., counties 

belonging to the same continent as EU, USA etc.) and finally those who have a global 

geographic scope. Sectors affected may be urban areas and communities, agricultural 

activity, transport or energy sector and earth resources with water and other natural 



G. Lykou, PHD Thesis           May 2021       
 

P a g e  97 | 298 

 

assets. In terms of climate impacts, there are various weather-related stressors that 

may impact transport substructure. 

Table 3.10: Tools Classification based on Geographic scope, Vulnerabities & Impacts 

 
 

No 

 
 

Tool Name 

G
eo

gr
ap

hi
c 

Sc
op

e 

Vulnerable Sector Climate Impacts 

U
rb

an
 

T
ra

ns
po

rt
 

A
gr

ic
ul

tu
re

 

E
ne

rg
y 

W
at

er
 &

 
R

es
ou

rc
es

 

Fl
oo

d 

H
ea

t 

C
ol

d 

St
or

m
s 

D
ro

ug
ht

 

1 BALTIC_CLIM_TOOL MS X X X X X X X 
  

X 

2 BLU_SPOT_MODE G 
 

X 
   

X 
  

X 
 

3 CL_VULN_MONITOR G 
 

X X X X X 
  

X X 

4 CLIMADA G X X 
 

X X X 
 

X X 
 

5 CLIMAT_GUIDE_FIN S 
 

X X X X X X X X X 

6 COMMUN_VIZ MS X X X X X X X X X X 

7 ECO_SPAT_PORTAL MS X X 
 

X X X X 
  

X 

8 ECONADAPT G X X X X X X X X X X 

9 HAZUS-MH MS X X 
  

X X 
  

X 
 

10 MACC G X X X X X X X X X X 

11 MOWE_IT MS 
 

X 
   

X X X X 
 

12 NATURE_VISTA G X X X X X X X X X X 

13 ND_GAIN G X X X X X X 
   

X 

14 SLR_CFI_VIEWER MS X X 
  

X X 
    

15 SNAP G X X X X X X X X X X 

16 UKCIP_WIZARD G X X X 
  

X X X X X 

17 URBAN ADAPT TOOL MS X X 
 

X 
 

X X X X X 

Where G = Global Scope, MS= Multi State Area, S= State 

We can distinguish that the majority of tools deal with all climate change impacts and 
all sectors approach. In addition, the most elaborated weather impact is flood. It is 
evident that multi sector combined with multi hazard approach tools are most 
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developed since they provide a holistic support for stakeholders to adaptation 
planning process. 

3.2.4.3. Classification of Adaptation Tools according to Adaptation Planning 
Steps 

Another key characteristic of tools is how they support their users to planning process. 
Different tools perform different functions and are useful at different steps in climate 
adaption planning, which are: (i) Information, Engagement and Scoping, (ii) 
Vulnerability Assessment, (iii) Scenario Building, (iv) Adaptation Planning, and (v) 
Implementation & Monitoring. A key element for selecting the proper tool for a task 
is to have a well-identified planning process, so for each tool, we have examined 
which step of adaptation planning serve and results are listed in Table 3.11.  

Table 3.11: Tools Classification according to Adaptation Planning Steps 

No  Tool Name Climate Adaptation Steps 

In
fo

rm
at

io
n 

E
ng

ag
em

en
t 

Sc
op

in
g 

V
ul

na
ra

bi
lit

y 
A

ss
es

m
en

t 

Sc
en

ar
io

 
B

ui
ld

in
g 

A
da

pt
at

io
n 

Pl
an

ni
ng

 

Im
pl

em
en

t &
 

M
on

ito
r 

1 BALTIC_CLIM_TOOL X X 
 

X 
 

2 BLU_SPOT_MODE 
 

X 
   

3 CLI_VULN_MONITOR X X 
   

4 CLIMADA 
 

X X X 
 

5 CLIMATE_GUIDE_FIN X X X 
  

6 COMMUN_VIZ X X X X 
 

7 ECO_SPAT_PORTAL X X X 
  

8 ECONADAPT X X 
   

9 HAZUS-MH 
 

X X 
  

10 MACC 
   

X X 

11 MOWE_IT X 
 

X 
  

12 NATURE_VISTA 
  

X X 
 

13 ND_GAIN X X 
   

14 SLR_CFI_VIEWER X X X 
  

15 SNAP 
   

X X 

16 UKCIP_WIZARD X X X X X 

17 URBAN_ADAPT_TOOL X X X X X 
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Table 3.12: Software Tools classified according to Functionality and Mode of Use 

No Tool Name Software 
Tools 

Mode of 
Use 

Modeling 
Algorithms 

Used 

V
is

ua
liz

e 

M
od

el
in

g 

D
SS

 

W
eb

 B
as

ed
 

D
ow

nl
oa

d 

1 CLI_VULN_MONITOR X 
  

X 
 

Data 
visualization, WordPress, 

Javascript Framework 
(jquery) 

2 CLIMADA 
 

X 
  

X Probablistic model, 
Matlab functions 

3 CLIMATE_GUIDE_FIN X 
  

X 
 

Environmental Data 
Visualization, 

OpenLayer maps and 
Javascript Frameworks 
(AlloyUI, YUI, jquery) 

4 COMMUN_VIZ X 
 

X 
 

X 3D Visualization, 
Realtime predictive 
model, decision tree, 

5 ECO_SPAT_PORTAL X 
 

 X 
 

Environmental and 
Geophysical spatial data 

visualization on 
map, openlayer map, 

jquery 
6 HAZUS-MH 

 
X 

  
X Predictive model 

7 MACC 
 

X 
  

X Excel based tool 

8 MOWE_IT X 
  

X 
 

Data Visualization, 
Javascript Frameworks 

and Google Maps 
9 NATURE_VISTA 

  
X 

 
X Decision tree, predictive 

model 
10 ND_GAIN X 

  
X 

 
Data visualization on 

maps, Javascript 
Framework (jquery, 

node.js, D3, backbone.js, 
underscore.js) 

11 SLR_CFI_VIEWER X 
  

X 
 

Environmental Data 
Visualization on map 
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NIST 800-82 Guide to Industrial Control Systems (ICS) Security, which provides 
guidance through typical system topologies, threats and vulnerabilities. 

The aviation sector and especially smart airports cybersecurity have attracted 
researchers in the recent years, as the incorporation of new innovative technologies 
and their available attack surface has been increased. Civil Air Navigation Services 
Organization (CANSO) developed a guide for increasing security level to Air Traffic 
Management (ATM), by presenting cyber threats and risks, as well as threat actors 
with their motives (CANSO, 2014b). CANSO proposed a model in order cyber 
security to be addressed, in combination with international standards, NIST 
Cybersecurity Framework, as well as a risk assessment methodology. 

Although significant research has been presented regarding ATM cyber risks, there 
is a lack of research about threats and vulnerabilities for ground handling IT systems 
and airport services, especially when equipped with smart applications. Particular to 
airport cyber security, risks constantly change, as new threats and vulnerabilities 
evolve, along with ever-changing technology implementations. In 2013, 
Gopalakrishnan et al. made an analysis about cyber-security in airports, giving a 
roadmap to secure control systems in the transportation sector, by presenting cyber 
risks in airport operations and potential targets for cyber-attacks. Existing 
vulnerabilities in Airport ICS have been evaluated by US Airport Cooperative 
Research Program and a Guidebook on Best Practices for Airport Cybersecurity has 
been published in 2011, to mitigate inherent risks of cyberattacks on technology-
based systems (K. Sampigethaya et al., 2011). The European Union Agency for 
Network and Information Security (ENISA) has published its continuing work on 
communication network dependencies in industrial infrastructures, focusing on 
ICS/SCADA (Supervisory Control and Data Acquisition) systems and IoT 
infrastructures. In 2016, ENISA also published a security guidance for smart airports, 
presenting key stakeholders, asset groups, threats and risk analysis, best practices and 
security recommendations addressed to airport decision makers, policymakers, and 
industry stakeholders. Suciu et al. (2018) presented use cases of attacks in airports 
and explained which prevention methodology can be implemented, in order to 
improve the security level with the integration of several security tools, services and 
fields. Afify et al. (2014) focused on analyzing Denial of Service (DoS) attacks that 
occur in airports and especially in their automation systems by describing how attacks 
are launched along with effective countermeasures. Moreover, U.S. Department of 
Homeland Security (Commerce & Security, 2018) published a report which analyzed 
botnets and other automated, distributed threats, pointing out that such types of attack 
are a global problem nowadays. Finally, SESAR research addressed cybersecurity 
issues in Airport Operations Centers including a comprehensive maturity model to 











G. Lykou, PHD Thesis           May 2021       
 

P a g e  113 | 298 

 

4.1.6. Security Practices for Smart Airports 

Securing Smart airports and staying ahead of evolving cyber threats involves proper 
management from all stakeholders. Security good practices and tools have been 
developed and published in literature (ENISA, 2015b, 2016, 2017). The identified 
practices for smart airports have been categorized into three main groups: i) Techni-
cal; ii) Organizational and iii) Policies and Standards, as presented in Fig. 4.4. 

 
Figure 4.4. Cyber Security Good Practices Classification 

 
4.1.6.1. Technical Good Practices 

There are various good practices published for all aspects of airport-based technical 
practices. Below we provide an overview of ten good practices included in our survey, 
followed by airport responses analysis. 

Antimalware: All computers should run anti-malware software to detect and remove 
or quarantine malicious software. Smart airports have responded to apply at 60% rate 
antimalware practices to IT equipment, agile airports are partly implementing with 
50% rate, and basic airports poorly implemented antimalware protection reaching 
only 33%. 

Software and hardware updates: Should be regularly performed. Applying security 
patches prevents cyber criminals exploiting unpatched software and reduces the 
exposure to known vulnerabilities. This was implemented at 80% rate from smart and 
agile airports, while only at 33% rate from basic airports. 





G. Lykou, PHD Thesis           May 2021       
 

P a g e  115 | 298 

 

Disaster recovery plans for IT assets: Technical procedures should be in place to 
restore operation of critical IT assets to an adequate level of service, in case of 
emergency. Both technical and organizational aspects must be included in disaster 
recovery plans. People involved must have a clear view of their roles, the sequence 
of actions to be performed, the actors involved and so on. All smart airports responded 
positively for this practice with 100% rate, agile airports implementation reached 
60%, while for basic airports only one third stated to apply such procedures for IT 
assets. 

Application security and secure design: Secure design should be part of 
System/Services/Technology Acquisition. It should be combined with airport assets 
under provisioning risk assessment, privacy by design principle and security criteria 
requirements. Smart airport responded at 80% to apply secure design procedures, 
while agile and basic airports had only at one third implemented this practice. 

Table 4.1 presents the technical good practices implemented in all airports categories, 
based on survey answers and airport classification. As we can notice, the most 
implemented technical based practices for all airports are: i) Firewalls and network 
segmentation (94%); ii) Software and hardware updates (72%); and iii) Disaster 
recovery plans (67%). On the contrary, the least implemented technical based 
practices are: i) BYOD Controls (28%); ii) Change default credentials (44%); and iii) 
Application security and secure design (44%).  

Smart airports have the greatest implementation rate of technical practices, reaching 
70% on average. This was an expected result, since advanced complexity of smart 
applications, requires advanced cybersecurity defense. However, we have found that 
some practices were poorly implemented by smart airports, such as changing default 
credentials and BYOD controls, which reveals a security gap and possible areas for 
cybersecurity amelioration. 

Agile airports have an overall lower implementation rate of technical practices, 
reaching on average 59%. They are all implementing firewalls & network 
segmentation, while the majority uses strong authentication and software/hardware 
updates. However, they lack of applying technical practices, like BYOD Controls and 
secure application design. 
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Table 4.1: Technical Good Practices  

 

 

Basic airports need to start implementing practices like: Data encryption; Strong user 
authentication; BYOD controls and IDS, since they have responded not to apply at 
all. Besides, they need to enforce all the other technical practices. The most 
implemented measures are firewalls and network segmentation at 67% rate, while the 
average implementation on technical practices is only 23%. 

Research also revealed that airports, who are using IoT and SCADA applications in 
their facilities, have more technical practices implemented than the other airports. 
This indicates a higher concern about cybersecurity and effective performance 
towards cyber resilience achievement. 

Technical Good Practices BASIC AGILE SMART ALL

Antimalware 33% 50% 60% 50%

Software and hardware updates 33% 80% 80% 72%

Firewalls & network segmentation 67% 100% 100% 94%

Intrusion Detection Systems 0% 60% 60% 50%

Strong user authentication 0% 80% 60% 61%

Change default credentials 33% 50% 40% 44%

Data encryption 0% 50% 80% 50%

BYOD Controls 0% 30% 40% 28%

Disaster recovery plans 33% 60% 100% 67%

Appl. security & secure design 33% 30% 80% 44%

Average implementation rate 23% 59% 70% 56%
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airports apply this process at 60% rate, agile at 50%, while basic airports not at all, 
according to their replies. Privacy and personal data protection restrictions and 
regulations are possible obstacles for biometric applications. 

Ensure individuals requiring access to airport IT systems sign appropriate access 
agreements: Prior to being given access to airport IT systems, individuals should sign 
appropriate access agreements, including non-disclosure & acceptable use 
agreements, rules of behavior and conflict of interest agreements. All airport 
categories responded to poorly implement this practice with 20-40% application rate. 

Establish personnel security requirements for third-party providers, including 
security roles and responsibilities. 3rd party compliance with such requirements 
should be also monitored. Smart airports apply such security requirements at 60% 
rate, while only one third from agile and basic airports comply with such security 
requirements. 

Provide basic security awareness training to all information system users based on 
the specific requirements of the airport and the IT systems. The majority (60%) of 
smart airports provides such training to system users, responses from agile airports 
are at 50% and basic airports need to do more on this area (33%), in order to improve 
cyber resilience. Security awareness was cross checked with other questions within 
the survey, where responders claimed that the lack of security awareness was a major 
risk for IoT devices in airports facilities. 

Provide specialized information security training with role-based and security-
related training, before authorizing access to IT system. The request for specialized 
security training is a common need for all airports based on survey responses with 
low implementation rate (33-40%). IT personnel responses revealed the need for 
more specialized security training to confront the increasing complexity of cyberse-
curity threats. 

Train airport personnel in their incident response roles with respect to the 
information system: Incident response training includes user training in the 
identification and reporting of suspicious activities, both from external and internal 
sources to handle the situation in a way that limits damage and reduces recovery time 
and costs. The same response attitude from all airport categories with low 
implementation rate (33-40%) was also found here, which urges for continuous 
training policies implementation. 

 

 







G. Lykou, PHD Thesis           May 2021       
 

P a g e  121 | 298 

 

Enforce explicit rules governing the installation of software, in accordance with 
contract agreements and copyright laws. Specific rules should be established for the 
types of software that are permitted and which are prohibited. While smart airports 
have an acceptable implementation rate of 60%, agile (30%) and basic airports (0%) 
poorly apply such rules, which increases cyber risks and vulnerabilities.  

Continuous monitoring of information security should be established and 
implemented across the airport. The majority of smart airports implements this 
practice (80%), while agile and basic airports are performing at 50% and 33% rate 
accordingly. Monitoring strategy and continuous reporting on the security state of the 
information system should be included in all airports security practices.  

Information security management system (ISMS), implement international 
standards and demonstrate compliance: Organizations following international 
standards on ISMS should rely on an information security framework, as well as ex-
ternal audits, for measuring progress, identifying gaps and demonstrating compliance. 
Smart airports are following such practices with 60% rate, agile airports follow with 
40% and basic with 33%.  

Information Security compliance from providers of external information services 
should be also certified against relevant standards. An appropriate chain of trust 
should be established with external service providers when dealing with information 
security. Smart airports responded compliance at 80% rate, while agile and basic 
airports reached accordingly 50% and 33% compliance rate. 

Table 4.3. Policies & Standards 

 

Table 4.3 summarizes IT personnel responses about airport policies and standards 
applied, according to airport classification and overall. The most implemented 
security policies are the appointment of IT security officer, continuous monitoring of 
security, and information security compliance from providers of external IT services. 
Unexpectedly, the least implemented policy is to enforce rules governing installation 
of software. This is essential to enhance cybersecurity efficiency, in view of the inc-

Good Practices for Policies and standards BASIC AGILE SMART ALL

Appoint IT security officer 33% 50% 100% 56%

Enforce rules governing installation of software 0% 30% 60% 33%

Continuous monitoring of information security 33% 50% 80% 56%

ISMS, International standards and compliance audits 33% 40% 60% 44%

Information security compliance from external providers 33% 50% 80% 56%

Average implementation 26% 44% 76% 50%
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malicious software, recover from new attack vectors, and gain experience from 
lessons learned. 

D)  Malicious Attack: Tampering with Airport Self-Serving Systems 

Airline companies foster the use of Common Use Passenger Processing System 
(CUPPS) to facilitate 24 h/7 days a week customer support and speed up check-in 
and passenger control processes via automated smart devices. Self-serving check-in 
infrastructures are being installed nowadays, being used and shared by multiple 
airlines, along with third parties which also have started to operate common services. 
The majority of these devices run commonly used operating systems, firmware or 
proprietary software. Although these devices leverage intranet connectivity for 
accessing only content to company servers, they often provide remote management 
functionalities and they may be subject to tampering attacks, as they are exposed in 
public spaces. An attack scenario is exhibited in Figure 4.12. Such attacks can also 
affect various airport systems and SCADA equipment, from baggage handling and 
access control to air-conditioning and power distribution systems, which are widely 
distributed across airport infrastructures. While in the past these systems were air 
gapped, nowadays are networked and interdependent. Thus, smart airports are more 
likely to be victim of tampering attack, due to their adoption of IoT technologies. Los 
Angeles Airport has experienced a number of cyber incidents in the past, related to 
malware that targeted networked baggage systems (Gopalakrishnan et al., 2013). 

 

Figure 4.12. Tampering with airport self-serving systems 
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E)  Malicious Attack: Network attack to CCTV systems 

Digital surveillance systems are integrated nowadays with new ways to speed up 
airport processes and detect threats, including radio frequency identification (RFID) 
tags for tracking purposes, new thermal imaging scanning devices, intelligent closed-
circuit television (CCTV) programs that identify unusual behavior and devices to 
detect chemical substances. Digital surveillance and CCTV developments include 
video analytics nowadays, to increase the functionality and effectiveness of both 
CCTV and access control systems, while solving the inherent difficulties caused by 
the sheer size of airports and their perimeters. CCTV systems are becoming 
increasingly interconnected and interdependent with other airport information 
systems, introducing additional vectors of attack, due to their interconnectivity. Thus, 
CCTV systems can be exposed to similar vulnerabilities as computers and networked 
devices. Specifically, weak network security may allow attackers to open a backdoor 
and exploit software vulnerabilities, which can enable the attacker to gain 
unauthorized access, as presented in Figure 4.13. Malware could also be uploaded 
during patching and with the collaboration of compromised employees (i.e. insider 
threat). A successful attack on CCTV systems would then allow an attacker to 
monitor all physical airport infrastructures.  

 

Figure 4.13. Network attack on CCTV systems 

 

Impact Evaluation: Compromised CCTV systems impact airport operation safety 
both in landside and airside areas, which affects all security parameters: 
confidentiality, integrity, and availability of security systems. In addition, in case that 
system administrators had to wipe the infected systems and reinstall the CCTV 
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overpass 14 trillion revenue passenger-kilometres (RPKs) with a growth of 4.5 per 
cent per annum, and freight will expand by 4.2 per cent annually over the same time 
period, reaching 466 billion freight tonne-kilometres (FTKs) (Industry High Level 
Group, 2017). 

The use of Information Technology in civil aviation has also increased exponentially 
in the last years. Digitalization, technological tools and systems often connected to 
the internet increase intelligence and interoperability on one hand, while on the other 
they may constitute serious risks for aviation cyber security. Therefore, it is necessary 
to keep a high level of attention and awareness on possible future developments of 
the cyber threat (Zan et al., 2016). 

The overall aim is to reduce the vulnerability to cyber-related risks, to strengthen the 
air transportation systems resilience against cyber threats, which is seen as the 
capability of an organizational and technical system to protect itself from failures or 
losses, to mitigate impacts by adapting to changing conditions and to recover from 
degradation after the incident (Kiesling & Kreuzer, 2017). 

This work looks at some of the challenges and concerns about cyber security threats 
in the aviation sector. While in previous work (Lykou et al., 2018b) we have focused 
our concerns on the ground, analyzing cybersecurity measures and best practices to 
improve airports cyber resilience, in this research we present advanced services in 
surveillance systems of Air Traffic Control with the aim to address existing 
vulnerabilities and dependencies. Our purpose was to introduce and analyze 
resilience aspects in the aviation sector and then classify already proposed resilience 
recommendations, based on their technical, organizational, social, and economic 
dimensions.  

The remainder of this work is organized as follows: Subsection 4.2.2 examines ATM 
interoperability and recent advances in surveillance systems. Subsection 4.2.3 briefly 
presents related work on aviation cybersecurity and introduces an extended model 
with cyber-threat agents in the aviation sector. Security measures are presented in 
subsection 4.2.4, while subsection 4.2.5 introduces resilience aspects within the 
aviation context and analyzes existing in literature resilience proposals on several 
dimensions. Finally, subsection 4.2.6 concludes resilience analysis and benefits for 
the aviation sector. 

4.2.2 Understanding ATM Interoperability 

In order for Air Traffic Control (ATC) to safely manage airspace, each ground located 
air traffic controller needs to understand the status of each aircraft under their control. 
Traditionally, Primary and Secondary Surveillance Radar in various layouts have 
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supported air traffic surveillance and management for decades. Both systems were 
designed at a time when radio transmission required a great financial investment and 
expertise. Hence, no security thought was given to these legacy systems, since it was 
presumed that they would remain out of reach. The rise of Software Defined Radio 
(SDR) voided this assumption and marked the shift from potential attackers being 
well resourced to those with much less resource and capability (Strohmeier et al., 
2014).  

The ongoing move from traditional air traffic control systems, such as radar and 
voice, towards enhanced surveillance and communications systems using modern 
data networks, has caused a substantial shift in the security of the aviation 
environment. Implemented through Aviation research programs like the Single 
European Sky ATM Research (SESAR) and the US American NextGen programs, 
several new air traffic control and communication protocols are currently being rolled 
out that have been in the works for decades (Strohmeier et al., 2016). 

  

Fig. 4.16. ATM interoperabilities 

 

In this section, we briefly describe the basic ATM systems serving surveillance and 
interoperability, used for air traffic control such as: Primary and Secondary 
Surveillance Radar, Automatic Dependent Surveillance-Broadcast, Traffic Collision 
and Avoidance System, and Wide Area Multilateration. All these systems interact 
with each other as graphically presented in Figure 4.16. Then we discuss how recent 
advances in wireless technologies have changed the threat landscape in the aviation 
context. 
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sensors and data processing equipment required to cover large areas, the cost of 
installation is very high, which makes WAM quite hard to attack. 

To aggregate information, all the above surveillance systems of Air Traffic 
Management with discussed characteristics, dependencies and vulnerabilities are 
presented in Table 4.6. 

Table 4.6 Main characteristics, dependencies and vulnerabilities of ATM systems 

 

4.2.3 Aviation Cyber Threat Agents 

Although air transportation has a long history of risk management with a special focus 
on safety and physical security, the field of cyber risks has recently introduced a new 
landscape of threats. In 2016, at the 39th Assembly, International Civil Aviation 
Organization (ICAO) has announced preparation works on cybersecurity and cyber 
resilience. In this direction, Chapter 18 of the Aviation Security Manual which deals 
with cyber threats has been updated in September 2017. Moreover, Aviation Security 
Manual (Doc 8973) was enhanced to provide guidance, including minimum 
measures, to protect critical information systems against unauthorized access and use 
(ICAO, 2017). 

 

System Ground/Air 
Dependent

Deployment 
Status

Technology Dependency Vulnerability 

Primary Surveillance 
Radar (PSR)

Ground In use

Measure the 
bearing and 

distance of targets 
using the detected 
reflections of radio 

signals

Airplane target 
independent

Not IT related

Seconday 
Surveillance Radar 

(SSR)
Ground In use

Requests additional 
info from aircraft 

like identity, 
altitude, speed

Targets equipped 
with transponder

Eavesdropping

Traffic Collision and 
Avoidance System 

(TCAS)
Air

In Use / 
Mandatory 
since 2015

Target identity 
interogation  

Targets equipped 
with transponder

Eavesdropping
, jamming, 
spoofing

Automatic Dependent 
Surveillance-

Broadcast (ADS-B)
Air

Mandate by 
2020

Targets broadcast 
infromation about 
identity, altitude, 

speed

Targets equipped 
with transponder

Eavesdropping
, jamming, 
spoofing

Wide Area 
Multilateration 

(WAM)
Ground  In deployment

Combines ADS with 
RSR

SSR Data for 
robustness  

Central Proccesing  
IT based 

information

Data 
proccesing and 

IT related
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Table 4.7. Threat Agents in Aviation systems 

 

Cyber-terrorists seek to threaten national security, cause mass casualties, weaken the 
economy, and damage public morale and confidence in aviation systems (Stouffer, 
Pillitteri, et al., 2015). By exploiting the vulnerabilities in wireless aviation 
communications, terrorist groups, which traditionally hijack or crash planes using 
physical weapons, could mount attacks on planes from the ground and from safe 
distances. The risk exposure of ATM systems is high, due to the increased capacity 
of terrorists and extremists nowadays to use of IT and cyber technologies for their 

Threat Resources
Goal 

Motivation
Capabilities

Hardware  
Cost

ATM 
Target

Risk

Passive 
Observers

 Very low

Information 
collection 

Financial or 
personal interest

Eavesdropping, 
use of website & 

mobile apps.

Internet 
access, SDR 

receiver stick 
($10)

ADS-B Low

Hactivists 
& 

Hobbyists
Low

Any noticeable 
impact 

Thrill and 
recognition

Eavesdropping, 
replay attacks, 

denial of 
service.

COTS SDR 
transmitter 

($300-
$2.000)

ADS-B Low

Insiders
Low - 

Medium

Disgruntlement, 
Revenge,
Maximise 

financial gains 
selling 

proprietary 
information

Resources for 
specific impact 
on operatios, 

based on 
proprietary 
kwonledge

Low cost, 
enforced by 
inside use of 
tools and info 
on security 

gaps

SSR, 
PSR, 

ADS-B, 
TCAS

Medium

Cyber 
Crime

Medium - 
High

Maximising 
impact 

Financial gains 
using e.g. 

blackmail or 
valuable 

information

Resources for 
large-scale 

operations with 
sophisticated 
transponders.

Directional 
antennas, 

small UAVs 
with SDR 

transmitters 
(~ $5.000)

SSR, 
PSR, 

ADS-B, 
TCAS

Medium

Cyber 
Terrorism

Low - 
Medium

Political or 
religious 

motivation 
Massive 

disruption and 
casualties

Resources for 
specific high-
impact ops, 

though usually 
on a limited 

scale

As with cyber 
crime, 

potentially on 
a smaller, 

more 
targeted scale

SSR, 
PSR, 

ADS-B, 
TCAS

High

Nation 
State

Unlimited

Weapons 
Targeting 
specific, 

potentially 
military objects

Anything 
physically and 

computationally 
possible

Military-
grade radio 
equipment, 

capability for 
electronic 
warfare

SSR, 
PSR, 

ADS-B, 
TCAS, 
WAM

High
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Table 4.8. Basic security measures & disciplines in ATM systems 

 

 

4.2.5 Cyber Resilience in the aviation context 

The idea of cyber-resilience in ICT, in its most basic form, is the evaluation of what 
happens before, during and after a digitally networked system encounters a threat. 
Resilience is not event-specific: it accrues over the long term and should be included 
in overall business or organizational strategy. The different understandings of 
resilience are described in IMPROVER project taking into account a combination of 
different properties (Theocharidou et al., 2016). Some definitions target on foresight, 
robustness, resourcefulness, redundancy, rapid recovery and adaptability. Others take 
prevention, preparedness, respond and recovery into consideration. According to 
IMPROVER, Resilience concepts encompass several dimensions, such as technical, 
organizational, social, and economic ones, as presented below: 

The technological dimension refers primarily to the physical properties of 
infrastructure components and systems and refers to the characteristics and behavior 
of these in the case of a change or incident.  

Security Discipline Security Measures

Physical security
Access control, perimeter protection, screening, control checks, 
assets responsibility, redundancies, enviromental protection

Personnel security
User Access managent, security clearances, segragation of duties, 
recruitment policy, staff regulations, vetting, staff awarness and 
trainning

Information security
Rrotection of information CIA: Confidentiality, Availability, 
Integrity; Cryptography, Media handling, Backups, Software 
updates and patches

Communication security
Network segregation, security management, intrusion detection 
management, event logging, teleworking and mobile devices 
policies

Intelligence support
Security without intelligence is meaningless; intelligence support is 
a transverse requirement for threat assessments, threat watch and 
security alert levels declaration

Security information exchange 

Information exchange between national authorities, security and 
intelligence organizations and ATM security managers, security 
warnings, threat and alert levels, incident identification and 
notification, reporting and incident resolution follow-up

Operational continuity
Emergency response, Buisiness continuity management and 
contigency plans
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4.3. Defending airports from UAS: A survey on cyber-attacks and 
counter-drone sensing technologies 

4.3.1. Introduction 8 

As the fastest growing segment of aviation, unmanned aerial systems (UAS) continue 
to increase in number, technical complexity, and capabilities. Numerous civilian and 
commercial uses are drastically transforming civil protection, asset delivery, 
commercial and entertaining activities. However, UAS pose significant challenges in 
terms of safety, security, and privacy within society. An increasing phenomenon, 
nowadays, is drone-related incidents near airport facilities, which are expected to 
proliferate in frequency, complexity, and severity, as drones become larger and more 
powerful. Critical infrastructures need to be protected from such aerial attacks, 
through effective counteracting technologies, risk management and resilience plans.  

In this subsection, we present a survey on drone incidents near airports and a literature 
review on sensor technologies, able to prevent, detect, identify, and mitigate rogue 
drones. We exhibit benefits and limitations of available counter-drone technologies 
(C-UAS), however, defending airports against misused drone activity is a hard 
problem. Therefore, we analyze three realistic attack scenarios from malicious drones 
and propose an effective C-UAS protection plan for each case. We discuss 
applicability limitations of C-UAS in the aviation context and propose a resilience 
action plan for airports stakeholders for defending airborne threats from misused 
drones. 

Unmanned Aircraft Systems (UAS), Unmanned Aerial Vehicles (UAV), or Remotely 
Piloted Aircraft Systems (RPAS) are all different ways of referring to what are most 
known as Drones. They provide a game-changing technology, transforming 
commercial industries, media, and entertainment, while future opportunities in the 
field are limitless. A decade ago, drones were considered a technology restricted only 
to official authorities, such as the military, police, etc. However, many sectors have 
begun to use UAVs for delivering goods and services. The US Federal Aviation 
Administration (FAA) predicts that more than 2 million drones will be operated in 
the USA by 2020 (FAA, 2020a).  

 
8 Related Publication: G Lykou, D Moustakas, D Gritzalis, Defending airports from 
UAS: A survey on cyber-attacks and counter-drone sensing technologies, Sensors 
20 (12), MDPI. 
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showed that distinguishing between a drone and a bird can be accomplished, using 
machine learning algorithms, by extracting features from m-D signatures (Molchanov 
et al., 2014). Several methods suggested the use of bistatic radar, where transmitter 
and receiver are not collocated, or multi-static radars in order to increase accuracy of 
UAV detection (Fioranelli et al., 2015; Hoffmann et al., 2016; Zhang et al., 2017). 
Compared to other technologies, radar can provide long-range detection up to several 
hundred kilometers, depending on the target Radar Cross Section (RCS). Its 
performance is almost unaffected from adverse light and overcast conditions (Knott 
et al., 2004). On the other hand, challenges about the use of radar include the lack of 
automation and the high dependence on trained radar operators (Michel, 2019). 
Moreover, radar is the most expensive equipment of all available drone detection 
sensors, while it requires national frequency spectrum licensing and environmental 
compatibility study. 

In airports, radar sensors are designed for detecting standard sizes of manned aircraft, 
with relatively large RCS and high velocity, thus they are not suitable for detecting 
very small and slow-moving objects, flying at low altitude such as s-UAV (Joint Air 
Power Competence Centre, 2019). Radar sensors are usually tuned for identifying 
small targets at short, medium or long ranges; therefore, multiple radars with different 
detection ranges may be necessary to cover the areas of detection in airports 
(MyDefence, 2019). Another drawback of radar sensor for tracking drones is the lack 
of geo-localization of GCS and pilot of the invading UAV, thus this surveillance 
technology is commonly used in combination with other detection sensors (Birnbach 
et al., 2017). 

Radio Frequency detection 

Radio Frequency (RF) scanners use passive detection technology and provide a cost-
effective solution for detecting, tracking, and identifying UAVs, based on their 
communication signature. They explore algorithms to scan known radio frequencies, 
find and geolocate RF-emitting drones despite weather and day/night conditions. 
Many studies have used RF scanners, either for locating a drone in space, or 
classifying FPV (First Persons View) channel transmissions. Nguyen et al. (2018, 
2016) analyzed RF signals, captured by Software Defined Radio (SDR) and found 
that the RF signatures of commercial Wi-Fi drones can be detected with high accuracy 
from a distance up to 600m. They could also identify the detected drone type with 
variable accuracy (64-89%), depending on the drone. The received signal strength 
indication patterns of Wi-Fi signals were analyzed for the detection of approaching 
and spying Wi-Fi drones. This method can be applied using a Wi-Fi receiver, but its 
effectiveness depends upon line of sight between receiver and UAV.  
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Table 4.11:  Comparing C-UAS detection technologies 

Method Benefits Limitations 

Radar Long Range primary surveillance 
detection system up to 100 km, 
depending on RCS & altitude 

Detection range dependent on drone 
size and Radar Cross Section (RCS). 
Radar systems designed for manned 
aviation cannot detect small flying 
objects. 

Can track most of drone types, 
regardless of autonomous flight 

High acquisition and installation cost. 

When combined with machine 
learning algorithms can distinguish 
birds from drones 

Requires transmission license and 
frequency check to prevent 
interference with other RF 
transmissions 

High accuracy tracking, while in 
angle range of observation 

Hard to detect low altitude flying, 
slow moving or hovering UAVs 

Able to track multiple targets 
simultaneously, when using multi- 
tracking coverage 

No Pilot tracking capability or 
Ground Control Geolocation 

Bistatic and multi-static radars 
increase accuracy of UAV 
detection 

Lack of automation and high 
dependence on trained radar 
operators 

Independent of visual conditions 
(day, night, overcast weather etc.)  

Fault positives with similar shape 
objects (like birds, clouds, etc.) 

No need for RF or acoustic signal Environmental compatibility study is 
needed 

RF 
detection 

Lower cost than radar sensors with 
Medium Range up to 600m 

RF signal required, can't detect 
autonomous flying drones 

Detects certain radio frequency 
bands, where UAV and GCS 
communicate for command and 
control (C2) 

Electromagnetic interference and loss 
of sight degrades detection 
capabilities 

Can capture RF emitted by UAV 
and able to locate UAV and 
controller 

Variable detection accuracy 
depending on drone type & frequency 
band 

Can capture WiFi emitting drones Attacker can spoof MAC address 
High accurancy detection Can detect only a few UAVs at a time 
Early warning capability even 
before UAV takes-off (when turned 
on) 

Less effective in heavy RF 
environments with range less than 
100m 

Triangulation is possible with 
multiple RF sensors 

Detection limitations for swarm of 
drones 

Machine learning algorithms can 
classify drone transmissions 

Some passive systems may emit RF 
signals, despite being characterized 
as passive systems Passive detection, no license 

required 
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(or 40%), provide mitigation technologies with interdicting UAV capabilities, while 
149 systems (or 27%) are capable of both detection and mitigation. 

Table 4.13:  C-UAS Products available in the market or under development 

Number of C-UAS Products 545 % 

Systems Capable of Detection 178 33% 

Systems Capable of Mitigation (Interdiction) 218 40% 

Systems Capable of Both Detection and Mitigation 149 27% 

 

Basing our analysis on C-UAS technical characteristics, in Figure 4.24 (a) we have 
plotted the percentages of C-UAS systems, which are capable of detection and 
mitigation, while in Figure 4.24 (b) the number of sensors used for detection purposes 
in every system are exhibited. As shown in graph 4b, the majority of C-UAS systems 
(52%) use a single sensor for detection and mainstream method is RF scanning, 
mainly due to cost-benefit advantages. More advanced and expensive systems are 
using a combination of two or more sensor types (36%), usually combing primary 
surveillance methods with visual sensors. A minority of C-UAS systems (12%) 
employs a combination of 4-5 different sensor types, integrating RF sensors with 
visual cameras (both optical and infrared) and acoustic sensors. 

  

Figure 4.24: (a) Detection/Mitigation Technologies, (b) No of Detection Sensors 

 

Radio Frequency scanners and Radars are the most commonly used detection 
elements as shown in in Figure 4.25. Radars are used in 159 (28%) systems, while 
RF in 147 (26%) ones. Visual systems are also popular with 40% of systems 
employing cameras for supporting RF detection. Electro-optical cameras and Infrared 
systems, which are often used in conjunction, equally applied in C-UAS systems, 
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with a percentage of 20% each. Acoustic sensors are less common in use with 6% 
application in products and mostly in conjunction with other detection technologies.  

  

Figure 4.25. C_UAS systems: Type of sensors used for detection 

 

From the 367 available systems, which have mitigation capabilities (either stand-
alone or combined with detection sensors), 147 (or 40%) rely on a single mitigation 
technique, while 215 (or 58%) rely on two or more techniques. In Figure 4.26, types 
of sensors used for mitigation purposes are presented. RF and GNSS jamming 
techniques are counted distinctly, although they are often used in conjunction. Signal 
Jamming (both RF and GNSS) is the most common interdiction method with a 
percentage of 76% use in systems. Nine per cent of systems have spoofing 
capabilities, while kinetic methods are used in 15% of systems examined. Among 
kinetic methods, 18 (or 8%) involve lasers, 27 (or 5%) employ nets, and 8 (or 2%) 
use a sacrificial UAV able to attack against intruding drones. Jammers are most 
commonly used for disabling drones. Some anti-drone jammers are directional RF 
transmitters in the form of mobile shooting guns that apply jamming to GPS signals 
and ISM bands, known to be used by drones (ISM bands are frequencies reserved 
internationally for Industrial, Scientific, and Medical purposes).  

Radar Sensor
28%

RF Sensor
26%

Acoustic 
Sensor

6%

Electroptical
20%

Infrared
20%Visual Sensors

40%

SENSOR TYPE IN DETECTION SYSTEMS

Radar Sensor RF Sensor Acoustic Sensor Electroptical Infrared
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Figure 4.27: Typical Airport Layout and possible locations for launching a UAV 
attack on Airport CI (where each location spot number is connected with the no. of 

scenario presented) 

 

Each attack scenario is complimented by the following: a) Attack Target Background, 
which presents vulnerabilities and related research on similar attacks; b) Graphical 
Representation of attack scenario c) Attack Analysis on step-by-step basis; d) 
Impacted Assets; and e) Impact evaluation with resuming impact analysis table.    

As we can notice in figure 4.27, these three attack scenarios may be launched from 
different spot locations (inside and outside airport premises) which are: a) near or 
inside passenger terminal area; b) in parking area; c) near public transport connections 
(bus/metro/train station); d) near or outside airport perimeter; and e) in peripheral 
ATM sites, which are located outside airport perimeter. These eight spots are public 
locations accessible to all, often overcrowded and often with less strict security 
measures. As a result, the scenario analysis presented below, as escalated on a step 
by step basis, covers almost all possible attacks, which can be performed by malicious 
actors, exploiting UAS capabilities inside and around airport facilities. 
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information. According to Gittleson (2014), malicious software can be installed on a 
drone (called Snoopy) to harvest personal information and to track and profile 
smartphone users. Snoopy can also sniff RFID, Bluetooth, and IEEE 802.15. A 
Snoopy drone can exploit the WiFi, impersonate the identified network and trick 
smart devices into joining it, so as to collect all the information entered on this 
disguised network. In addition, UAVs can perform 3D through-wall mapping, leak 
data from air-gap computers, or even carry traditional spying devices to eavesdrop on 
conversations (Nassi et al., 2019). With the use of RFID tags, attack targets can be 
traced by a RFID reader at distances varying from one up to few hundred meters. As 
a result, UAV equipped with RFID reader can trace RFID tags, navigate and locate 
themselves via specific points and identify attack targets. All the above attacks to 
wireless networks can be performed by a sUAS in an airport environment, which is 
overcrowded with passengers, airport community employees and various commercial 
activities, full of wireless communications and smart applications.  

Graphical Attack Representation of drone attack in airport facilities assisted by an 
insider is shown in Figure 4.29. 

  

Figure 4.29: Drone attack in airport facilities assisted by insider 

Attack Scenario Analysis 

Step 1: An insider takes advantage of free entrance on the rooftop of the building 
and/or nearby facilities and infrastructures, without being noticed by security 
controls. He is able to distribute RFID tags, in order tomark sensitive locations, e.g. 
airport server rooms, wireless routers, array of integrated smart sensors, or security 
cameras network. 

Step 2: A mini UAV performs an attack some days later, targeting distributed RFID 
tags. Assuming that airport has counter measures against drones and in order to avoid 
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technologies used by current network of primary and secondary radars, in order to 
support and complement ADS-B technology.  

Last but not least, public awareness with safety promotion campaigns of UAS No Fly 
Zones, along with educational leaflets and advertisements will minimize uninformed 
or ignorant drone enthusiasts from flying UAVs in the vicinity of airports. Drone 
registration, remote pilot training and licensing requirements, are crucial elements 
that need to be specified, with clear financial & legal consequences, for violating 
aviation rules and intruding into restricted airspace. 

4.3.8. Discussion on C-UAS applicability in Airports and Resilience Plan 

Although there is a number of technological C-UAS solutions, as discussed in 
previous sections, no International Standards exist for the proper design and use of 
C-UAS systems in airports and its critical infrastructures. The applicability of UAV 
interdicting measures remains an open challenge to the complicated airport 
environment. According to FAA, airports seeking to deploy UAS detection systems, 
should be aware of deployment hazards of such systems, since they may implicate 
provisions of law, even when C-UAS are marketed as passive detection systems.  

Terminal airspace should be adequately protected, however the risk of interference 
with legitimate communications is a serious concern. Especially in the airport 
approach area, it is vital to eliminate any interfere with other important radio signals 
for aviation, such as Instrument Landing Systems (ILS), surveillance approach radars, 
radio communications etc. Moreover, RF jamming for civil use is illegal in many 
countries worldwide (EU, Canada, USA, Australia) and as such, jamming cannot be 
used as a mitigation option in many airports. Likewise, jamming GPS/GLONASS 
signals near an airport are also considered dangerous for civil aviation, since many 
airplanes nowadays rely heavily on satellite navigation for take-off and landing 
procedures.  

Airfield operators must remain within the law, when using C-UAS technologies, and 
the risks on the wider community should be fully assessed and understood. A clear 
decision-making process should be established to allow the airport operator to make 
the most appropriate decisions, based on solid and accurate information. As exhibited 
in previous sections, in most cases aggressive mitigation measures cannot be 
implemented in civilian airports, due to existing aviation laws and legal restrictions. 
Therefore, it is recommended for airport operators to establish coordination channels 
with security agencies, such as the police, military, and Civil Aviation Authority, in 
order to strengthen their defense capabilities and ensure a more joined-up response. 
In case a drone falls within the airfield boundaries, the operator should also consult 
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IMPACT CALCULATION METHODS COMPARISON 
 
The first step of our analysis was to present the differences between the two methods 
proposed for impact calculation. In Fig. 4.35, we present the variations of average risk 
calculation between the Static Impact method and the Min-Max Impact calculation for 
all connections arriving at New York airport (JFK). This airport is one out of three 
airports serving NY city, and it is connected with another 64 US airports for serving 
domestic flights. The average risk of each airport connected to JFK is the fraction of 
total risk accumulated from all flights in the same connection, divided by the number 
of flights. Thus, it denotes the risk tendency for delays in each JFK connection with 
other airports. 
 
 

 
Fig. 4.35. Average Risk calculation for static and Min-Max method in JFK airport  

The graph in Fig. 4.35 depicts:  

1) Delay Risk calculated based on the static method represented by the blue line. 

2) Delay Risk calculated based on the Min-Max method, represented by the 
orange line. 

3) The average arrival delay in minutes for each route directing to JFK, shown in 
the grey dashed line. Grey line values are reported to the right-hand secondary axis.  
  






































































































































































