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Chapter 2 

Data Crawling  
2.1 Sources 
 

In order to begin with our assignment, we had to find the sources from which we were 
going to extract data. For this purpose, we crawled 48 Greek News websites by using the 
newspaper Python library which was inspired by the requests HTTP library. Newspaper 
library enabled us to make News url gathering from websites. After that, we used these urls 
in order to extract texts from html by making a crawler for each website. 

 

cnn.gr                                  real.gr   naftemporiki.gr  in.gr        

newsbomb.gr                news247.gr       thetoc.gr   gazzetta.gr     

protothema.gr   newpost.gr  thestival.gr   multi-news.gr      

  tovima.gr  zougla.gr    alfavita.gr  iefimerida.gr 

  documentonews.gr  culturenow.gr  flashnews.gr   mononews.gr 

   efsyn.gr   altsantiri.gr  madata.gr           lifo.gr 

   enikos.gr  ert.gr        skai.gr      protagon.gr 

             

 
 

2.2 Data Format 
 

Instead of extracting texts, we also needed to find the title of each text and  the published 
date. So the format of the data that we extracted for each article is presented below:  

Figure 1.Some Greek news websites that were crawled 
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The total number of articles that were annotated with the labels is equal to 3890 and the 
numbers of annotated articles per class are shown in the following table: 

 

 

 

 

The dataset has strong between-class imbalance with the class no_event to correspond to 
most of the articles in contrast with the other classes and especially  class other_event. 

The next step was to preprocess the data by converting the uppercase letters of words to 
lowercase and by removing stopwords1, punctuations and numbers.   

Then, 80% of the dataset was used as training data and the remaining 20% was used as test 
data.    

   

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                           
1 https://github.com/stopwords-iso/stopwords-en/blob/master/stopwords-en.txt 
https://github.com/xtsimpouris/gr-nlp-law/blob/master/Greek%20Stopwords/stopwords.txt 
 

Class Number of articles 
culture              453 
sport              187 
politics              268 
other_event                93 
no_event             2889 

https://github.com/stopwords-iso/stopwords-en/blob/master/stopwords-en.txt
https://github.com/xtsimpouris/gr-nlp-law/blob/master/Greek%20Stopwords/stopwords.txt
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Chapter 3 

Text Representation Models 
 

3.1 Visualizing data using t-SNE 
 

The first step around any data related challenge is to start by exploring the data itself. This 
could be by looking at, for example, the distributions of certain variables or looking at 
potential correlations between variables. 

The problem nowadays is that most datasets have a large number of variables. In other 
words, they have a high number of dimensions along which the data is distributed. Visually 
exploring the data can then become challenging and most of the time even practically 
impossible to do manually. However, such visual exploration is incredibly important in any 
data-related problem. Therefore it is important to understand how to visualise high-
dimensional datasets. This can be achieved using techniques known as dimensionality 

reduction.  

Traditional dimensionality reduction techniques such as Principal Components Analysis [1] 
and classical multidimensional scaling [2] are linear techniques that focus on keeping the 
low-dimensional representations of dissimilar datapoints far apart. For high-dimensional 
data that lies on or near a low-dimensional, non-linear manifold it is usually more important 
to keep the low-dimensional representations of very similar datapoints close together, 
which is typically not possible with a linear mapping. 

T-Distributed Stochastic Neighbour Embedding(t-SNE) [3] is another technique for 
dimensionality reduction, which converts a high-dimensional data set into a matrix of 
pairwise similarities and is well suited for visualizing the resulting similar data. t-SNE is 
capable of capturing much of the local structure of the high-dimensional data very well, 
while also revealing global structure such as the presence of clusters at several scales.  

t-SNE tries to match distributions and the way it does is computationally heavy. Since it 
scales quadratically in the number of objects N, its applicability is limited to data sets with 
only a few thousand input objects; beyond that, learning becomes too slow to be practical. 
So in case of very high dimensional data, it is essential to apply another dimensionality 
reduction technique before using t-SNE. 

In our dataset, each sample corresponds to a text which belongs to a class. In order to 
examine the separability of the texts of different classes, we use t-SNE in order to reduce the 
dimensions of each sample to 2-dimensions so as to be able to visualize them by creating a 
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In DM, the paragraph vectors are obtained by training a neural network on the fake task of 
inferring a center word based on context words and a context paragraph. A paragraph is a 
context for all words in the paragraph, and a word in a paragraph can have that paragraph 
as a context[25].In other words, DM attempts to predict a word given its previous words 
and a paragraph vector. Even though the context window moves across the text, the 
paragraph vector does not (hence distributed memory) and allows for some word-order to 
be captured .In DBOW, the paragraph vectors are obtained by training a neural network on 
the fake task of predicting a probability distribution of words in a paragraph given a 
randomly-sampled word from the paragraph. In other words, DBOW predicts a random 
group of words in a paragraph given only its paragraph vector. 

                      

Figure 9. Distributed Memory (DM) version of paragraph vectors.DM attempts to predict a word given its previous 
words and a paragraph vector 

 

 

Figure 10.Distributed Bag of Words(DBOW) version of paragraph vectors. In this version, the paragraph vector is trained 
to predict the words in a small window. 

  

 






































































