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  In this particular project, we examine some block length selection methods via simulation 

studies and we also introduce four new methods (D-methods as we will call them from now on) 

that are rather intuitive. They make use of correlation structure of the series as well as some well-

known loss functions. Our goal is to implement each of the block bootstrap methods in extensive 

simulation studies with different block length selection techniques in order to determine if any of 

the proposed methods is able to outperform the others.  

  For the simulation studies we used the classic time series models AR(1), MA(1) and 

ARMA(1,1)  as well as the INAR(2) (We will talk about these models in the next chapter) model 

which has only integer values. Finally, we implement the aforementioned methods to a real 

dataset consisting of count data.  

  The rest of the thesis is structured as follows. In Sections 2.1-2.2 we describe the classic 

bootstrap principle in both parametric and non-parametric implementation. In Section 2.3 we 

briefly describe the reason i.i.d. bootstrap does not work for time series data and in Section 2.4 

we present an extensive description of what literature has came up with in block bootstrap 

methods so far. Section 3 includes a description of block bootstrap methods and block length 

selection techniques. In Section 4, we describe INAR models which have some interesting 

definition. In Section 5, the simulation study is being carried out and the results are presented. 

Finally, in Section 6 there are some concluding remarks. 
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by this criterion (i.e. the accuracy). For the rest of the thesis, each one of these methods will be 

called as D1, D2, D3, D4 respectively. 
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Figure 3 : Plot of the series, acf and pacf functions. 
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                Table 23 : Frequencies of non-convergence - MBB-AR 

n  = 200 -0.9 -0.5 -0.1 0.1 0.5 0.9 
Method       
HHJ 0 0 4 11 27 7 
NPPI 12 15 26 23 22 12 
n = 500       
Method       
HHJ 0 0 2 10 26 6 
NPPI 11 31 29 19 25 14 

 

               Table 24 : Frequencies of non-convergence - CBB-AR 

n  = 200 -0.9 -0.5 -0.1 0.1 0.5 0.9 
Method       
NPPI 18 33 38 31 24 16 
PW 5 13 102 151 1 0 
n = 500       
Method       
NPPI 19 30 28 36 32 13 
PW 3 3 41 39 0 0 

 

               Table 25 : Frequencies of non-convergence - SBB-AR 

n  = 200 -0.9 -0.5 -0.1 0.1 0.5 0.9 
Method       
PW 7 18 132 207 3 0 
n = 500       
Method       
PW 3 5 49 57 0 0 

 

             Table 26 : Frequencies of non-convergence - MBB-MA 

n  = 200 -0.9 -0.5 -0.1 0.1 0.5 0.9 
Method       
HHJ 1 0 8 8 11 14 
NPPI 25 19 21 12 18 18 
n = 500       
Method       
HHJ 0 0 0 5 20 11 
NPPI 22 23 23 35 29 29 

 

 

 

 

 








