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Abstract 

The scope of this thesis is to analyze multidimensional data from a dark store called 

PockeeMart and derive deep business insights in order to achieve a complete data-driven 

strategy. The main objective of the dissertation concerns the application of machine learning 

to the data with purpose to elicit association rules, segment the customers based on their 

shopping behavior and create a predictive scenario, which classifies the order’s placement 

recency of the customers. PockeeMart is active in the FMCG sector, which is very 

demanding and competitive. The number of issues, that need to be taken into consideration 

and the number of tasks that must executed, makes it really challenging. During the 

pandemic period dark stores became more popular, as they do not require physical presence 

being part of online retailing and offer various other benefits for the users.  

This research methodology employed in this dissertation includes the data collection 

and the preprocessing for PockeeMart’s  data and the implementation of the three tasks. For 

effective and clear results Python is used along with supportive libraries and visualizations. 

Association rules are extracted with Apriori algorithm, the customer segmentation and the 

clustering are executed with K-means algorithms, while for the classification process three 

different models run and are evaluated individually. 

The findings of the analysis demonstrate firstly the most frequent itemsets for the dark 

store and groups of its customers based on the RFM model and their shopping habits. For 

classification clustering is combined with user’s demographic data. The result is a 

prediction, which refers to whether the customer intends to make purchases within the 

month or not. From a business view, as the structure of dark store is not the same as a 

traditional retail store and the results cannot change the layout of the store, all the insights 

can be proved beneficial for the supply chain, the structure of the application of  and the 

marketing strategy through promotions and discounts. Finally, the delivery management is 

vital and data-driven decisions can modify it in order to maximize profit. 

 

Keywords:  

 

FMCG, Online Retailing, Dark Store, Association Rules, Customer Segmentation, 

Classification.   

 

 



 

6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This page is intentionally left blank.



 

7 

 

Table of Contents 

1. Introduction ........................................................................................................................ 9 

1.1 FMCG Sector .............................................................................................................. 9 

1.2 Thesis Concept ............................................................................................................ 9 

1.2.1 Thesis Contribution ........................................................................................... 10 

1.3 Thesis Structure ........................................................................................................ 10 

2. Literature Review ............................................................................................................. 11 

2.1 Machine Learning ..................................................................................................... 11 

2.1.1 Supervised Learning .......................................................................................... 11 

2.1.2 Unsupervised Learning ...................................................................................... 12 

2.1.3 Reinforcement Learning .................................................................................... 12 

2.2 Data Mining .............................................................................................................. 13 

2.3 Market Basket Analysis ............................................................................................ 15 

2.3.1 Association Rules ............................................................................................... 16 

2.3.2 Apriori Algorithm .............................................................................................. 16 

2.3.3 Association Analysis’ challenges ....................................................................... 17 

2.4 Customers Segmentation........................................................................................... 17 

2.4.1 RFM Model ........................................................................................................ 18 

2.4.2 Clustering .......................................................................................................... 19 

2.4.3 K-means algorithm ............................................................................................ 20 

2.5 Classification ............................................................................................................. 21 

2.5.1 Decision Tree ..................................................................................................... 21 

2.5.2 Random Forest................................................................................................... 23 

2.5.3 Naïve Bayes ....................................................................................................... 24 

2.6 Online Retailing at FMCG sector ............................................................................. 24 

2.7 Dark Stores ................................................................................................................ 25 

3. Problem Analysis .............................................................................................................. 28 

4. Research Review ............................................................................................................... 30 

4.1 Data Collection ......................................................................................................... 30 

4.2 Design Approach ...................................................................................................... 31 



 

8 

 

4.3 Technical Overview .................................................................................................. 32 

5. Working Experience ......................................................................................................... 33 

5.1 Company Overview .................................................................................................. 33 

5.2 Position Description .................................................................................................. 34 

5.3 Responsibilities ......................................................................................................... 34 

6. Analysis .............................................................................................................................. 35 

6.1 Sample Description ................................................................................................... 35 

6.2 Association Rules ...................................................................................................... 35 

6.3 Clustering .................................................................................................................. 37 

6.4 Classification ............................................................................................................. 40 

7. Findings ............................................................................................................................. 44 

8. Discussion .......................................................................................................................... 48 

8.1 Market Basket Analysis – Business Value ............................................................... 48 

8.2 Customer Segmentation – Business Value ............................................................... 49 

8.3 Classification – Business Value ................................................................................ 50 

9. Conclusions ....................................................................................................................... 52 

9.1 Future Work .............................................................................................................. 52 

10. Bibliography ...................................................................................................................... 53 

 



 

9 

 

1.   Introduction 

1.1 FMCG Sector 

Fast Moving Consumer goods sector refers to products, which sell quickly at 

low cost compared to other types of products. The demand is high and their shelf life 

is relatively short as they are purchased in daily basis. It is obvious that, the profit 

margin can be characterized low, but the volume of sales is high  

Fast Moving Consuming Good can be divided in categories including processed 

foods, fresh or frozen products, cleaning products, cosmetics or even 

medicines(Kenton,2021) . Companies are obligated to focus on the long-term 

customer relationship, because the consumers have a lot of different options and 

retention is difficult. 

The market size is very large and very competitive and changes are constantly 

being made in order to satisfy the large number of customers. Online stores are a big 

part of the FMCG sector and the biggest chains have created a hybrid model of 

retailing combining traditional with internet shopping. During the pandemic period, a 

new type of store has evolved, called dark store, changing the balance. 

 

1.2 Thesis Concept 

The major goal of this study is to detect and analyze multidimensional and 

users’ characteristics from a dark store. adopt a data-driven policy and orient its 

decisions on the historical data and characteristics of its customers. Machine learning 

techniques and data mining support this project and through the implantation of 

specific algorithms, insightful results are gained. The key difference with the existing 
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retail channels, is that the business background of a dark store is based on fast 

delivery, and user-friendly navigation with personalized suggestions for the users, 

therefore the decisions coming from the data boost these aspects of the store. 

1.2.1 Thesis Contribution 

1. Observation and data selection from company’s database 

2. Data transformation techniques 

3. Implementation of 2 unsupervised learning algorithms (Apriori, K-Means) 

4.  Evaluation of 3 classification models (Decision Tree, Random Forest, Naïve 

Bayes) through accuracy metric. 

5. Analysis of the total results from the business view 

1.3 Thesis Structure 

The first chapter of the thesis is an introduction to the FMCG, as they are main 

activity of the dark is being analyzed. The second chapter is a complete literature 

review and refers to machine learning, data mining and all the analytics used in order 

to explore the data of dark store. Each term is explained from a technical and business 

point of view as well. Third chapter defines the problem that is discussed in the 

dissertation, while the fourth one presents the research approach of the thesis. The 

next part of the thesis is a brief description of the company and the responsibilities of 

the business intelligence analyst. The three following chapters are the main of the 

thesis, as they include the analysis, the findings and the discussion about the 

company’s data and users’ characteristics. The last part is a conclusion about the 

efficiency of data-driven policy for dark stores  and any business extensions, which 

can be considered in the future.    
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2.  Literature Review 

2.1 Machine Learning  

Machine learning is a big part of artificial intelligence, which concerns 

computer algorithms and how a program can learn and be improved  from experience 

E, keeping up with some tasks T and measured by performance P. These are the three 

features ( class of tasks, source of experience and measure of performance) , which 

must be identified to have a well-defined learning problem. The best fit to learning 

problems is determined after a detailed search in a large scale of possible hypotheses, 

with respect to the observed data and prior knowledge. (Mitchell, 1997). Machine 

learning is considered as one of the most rapidly evolving sectors of science in 

general and combines computer science with statistics in order to automate a big 

variety of research and business procedures . This growth has changed the way of 

decision making and has reduced uncertainty. (Jordan & Mitchell, 2015) Generally, 

machine learning has the ability to recognize patterns in data, which can give useful 

information about a problem. Year on year the rise of machine learning  is tremendous 

and its impact is visible to many areas like health care, finance, manufacturing etc. 

(Carleo et al., 2019) 

  

Learning problems  are categorized in  :  

● Supervised Learning  

● Unsupervised Learning  

● Reinforcement Learning 

2.1.1 Supervised Learning 

Supervised Learning concerns algorithms, which generate functions to give 

labels to the data. The program is obligated to learn the labels and the way they are 

classified from past data. The basic concept of this kind of problem aims to create a 

fully trained algorithm, which can predict the labels of new data based on the input – 

output fed data  (Oladipupo, 2010). More specifically, each sample of given data Xμ 
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∈ Rp with μ = 1,…,n has a unique label yμ ∈ Rd, most commonly d =  1. This kind of  

samples are gathered in a set called training, which has the goal to learn the function f 

and assign a label to every new sample Xnew. Ιn between there is the evaluation of 

the classification with the help of test set (Carleo et al., 2019). Supervised learning 

systems have applications to several areas . The most famous classifiers are those 

dealing with face recognition, spam classification , medical diagnosis for patients and 

advertisement popularity. (Jordan & Mitchell, 2015) .  

 The first step of the supervised machine learning process is about data 

collection and the sorting of the most important attributes of the data. The second step 

is related to data preparation and preprocessing. At this stage, data cleaning is vital 

and missing data should be handled properly, especially in large datasets. Algorithm 

selection is critical and is after the separation of the set in training and test. Finally, 

the evaluation of the classifier is based on metrics like accuracy, recall and precision. 

If the outcome is acceptable, the process is finished. Otherwise, some stages should be 

reexamined and repeated. (Kotsiantis, 2007). 

2.1.2 Unsupervised Learning 

In unsupervised learning, data is given to the algorithm without labels and every 

process is responsible to find the regularities in the input. The program in 

unsupervised machine learning can learn to cluster, organize or group the data, 

recognizing patterns that occur more often than others. (Alpaydin, 2014). The 

construction of an unsupervised model is based on a collection of unlabeled  examples 

{x1, …, xm}, which belong to some classes with unknown characteristics. The goal is 

to specify the properties of these classes and categorize them. The majority of 

unsupervised algorithms have been developed to calculate the distance between two 

examples to group them together. (Dietterich, 1997). Some of the most famous areas 

that unsupervised learning has applications are recommendations systems and 

consumer buying habits (Alpaydin, 2014). 

2.1.3 Reinforcement Learning  

The last basic concept is reinforcement learning, where the aim of an 

autonomous agent is to choose the right actions and maximize the “reward”, as the 

goals of the agent are named. (Mitchell, 1997). These are the cases where sequence of 
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actions is more important than a single one. As a result, the state of the environment 

should be observed, identify good actions and generate good policies. A classic area 

of reinforcement learning research is game playing, where a good move is associated 

with a  good policy. Therefore, the algorithms learn how to play well and extend their 

usage to other business and economic sectors (Alpaydin, 2014). The main type is 

called Q learning. Q learning creates a matrix, in which qualities are graded  under 

specific conditions – state of the environment. The function is iterative and sometimes 

it is very difficult to store the whole matrix due to the number of states and actions, 

which should be examined (Carleo et al., 2019). 

2.2 Data Mining 

Data Mining is the topic that combines practical techniques with learning theory 

in order to resolve the situation about data and arrange them in structural patterns, 

which are easy to be described and interpreted. (Witten & Frank, 2005) [7]. It is true 

that data mining can be considered as the evolution of information technology and 

huge collections of row data for example can be transformed to knowledge with the 

right techniques. (Han et al., 2012) [8]. Data mining consists of complex steps, which 

are repeated and go through mostly historical data searching for interesting 

knowledge. 

 

Figure 1 : An overview of the data mining process (Mahapatra, 2001) 
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Each set of data must be cleaned and underwent preprocessing procedures. 

Usual abnormalities concern duplicates, missing values or other inconsistency issues. 

The following is data analysis, where business sets the requests and mining models 

are obligated to extract useful conclusions. One of the challenges is about the 

connection between the business sector and analytics one, because the perspective is 

not the same. Due to this gap, reports and visualizations have been developed in order 

to make data mining output clearer. One of the most important parts of the process is 

the evaluation as the results must be precise and as accurate as possible. If evaluation 

achieves good scores, interpretation will take place leading to knowledge. (Bose & 

Mahapatra, 2001). 

 The fact that data predictive modeling, forecasting and descriptive modeling 

techniques, makes it an ideal tool for businesses. Some great examples, to which there 

is application are customer segmentation, customer retention and cross-sell and up-

sell opportunities. In order to improve customer relationship management, machine 

learning techniques should be applied and give to the business decisions a data-

oriented perspective. (Thanuja, et al., 2011). Machine learning and data mining are 

inextricably linked, because they are the evolution of traditional statistics, which 

always are the base for every analysis and model (Han et al., 2012).  

The main machine learning techniques used for data mining are : 

● Association 

● Classification 

● Clustering  

● Forecasting  

● Regression   (Thanuja, et al., 2011) 

 As it was previously mentioned, data-driven management is becoming more 

and more part of companies’ reality. Business analytics can be named the sector, 

which is being used to make informed business decisions from various data sources. 

Data science and business analytics work together, utilizing the information in a 

different way, but having the same target to glean insights from data to inform 

business decisions (Gavin, 2019). The field being discussed is now a trend and fully 

embedded in daily routine. Apart from the benefits analytical tools can offer, there are 
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some serious challenges, which define the gap between analytics processes and real 

business needs. 

 Nowadays, there are strict business constraints and timelines are very stressful, 

therefore cycle time for data collection and analysis should be less. On the other hand, 

business users should stop having unrealistic expectations. The fact that the majority 

of decisions are data-oriented does not mean that data mining can always present clear 

and easily understandable results. One big challenge concerns the way that these 

results, which are coming from various tools designed for quantitative analysts, are 

presented to the business end-users. The descriptions of each analysis should be 

translated into business language and answer to real questions. To make analysis 

efficient, it is required the data integration from multiple data sources. Extract, 

transform and load (ETL) processes are often underestimated, but they are the base of 

the data mining regardless of their difficulty and cost (Sumathi & Sivanandam, 2006). 

2.3 Market Basket Analysis  

Businesses in the retail sector and especially at Fast Moving Consumer Goods’ 

(FMCG) one, handle large scales of data. Only a proportion can be extracted and give 

useful information. The step after the extraction and the adjustment of the to the 

desired format is the analysis (Kaur & Kang, 2016). Market basket analysis is one of 

the main data mining methods, also known as association rule mining. This method 

identifies frequently purchased itemset among large databases (Griva et al., 2018). 

Supermarkets have based their stores’ layout on market basket analysis. Before it, 

they relied on traditional approaches, where products with the same characteristics 

were placed together. Thus, consumers with limited time were prevented from making 

their purchases quickly and profits for retail shops were less. Association rules are the 

outcome of market basket analysis and the guide for every store to be reorganized 

based on them. The source in order to gather and compute these buying associations 

can be the receipts, various coupons or surveys (Cil, 2012).  

 There are four  reasons for retailers to include market basket analysis in their 

daily procedures. Supermarkets are consumer-oriented and the combinations of 

products on every receipt are very important, more than brands’ products list. 

Therefore, association analysis can identify the most frequent combinations and give 

to the store helpful information. Moreover, consumers tend to be engaged with 
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individual shops and less with brands, which means that every basket can be 

characterized as “product of the store". The main goal of every retailer is to maximize 

their profits. This can be achieved with a variety of  marketing campaigns targeted at 

combinations of products and not at specific ones. From the perspective of products’ 

manufacturers market basket analysis is also essential, because they fundamentally 

have two types of customers. The first one is every retailer and the second one is of 

course every single consumer. The effect of the analysis shows in what context that 

every brand is combined. Finally, market basket analysis has the ability to present 

other important aspects of data about shopping behaviors, filtered by the location or 

the other descriptive statistics for example and lead to successful customer 

segmentation as a next step.(Julander, 1992). 

2.3.1 Association Rules 

Association rules have features and there are metrics, which can be used to 

evaluate them. The two main metrics are the support and the confidence “Good rules” 

are called strong and they must satisfy a minimum h a minimum support threshold 

(min sup) and a minimum confidence threshold (min conf ). Support measure (s) 

represents the percentage of transactions that contain every set (A ∪ B). Each set is a 

unique rule that consists of predecessors and successors. Confidence is taken to be he 

conditional probability P(B|A), which describes the percentage of transactions 

containing A and also contain B. However, not all the strong rules are beneficial for 

businesses, because “real strength” is not measured by support and confidence. In 

order to reduce this insufficiency, a correlation measure is included in the association 

analysis. This measure is called lift and computes the performance of an association. 

Simply lift represents the importance of each rule and checks if the occurrences of 

two events A and B are independent or dependent and correlated. Measure of events 

A and B can be measured from the formula : (A, B) = P(A ∪B) / P(A) * P(B) (Han et 

al., 2012). 

2.3.2 Apriori Algorithm  

The algorithm being used to extract association rules is the Apriori algorithm. 

In the beginning , the algorithm counts large 1-itemsets.Then a following pass k 

consists of two stages .Fistrly founds the candidate itemsets Ck from the previous 
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phase (k-1) and count them with the aid of apriori-gen function throughout the whole 

dataset. Secondly, all the itemsets which have some k-1 subset that are not in the Lk – 

1 are deleted, deferring to Ck (Agrawal & Srikant, 1994). Apriori algorithm process is 

presented below:   

 

 

 

 

 

 

 

 

 

Figure 2 : Apriori Basics. (Agrawal & Srikant, 1994). 

2.3.3 Association Analysis’ challenges  

As it was previously mentioned, market basket analysis has an effect on the 

layout of each store. Good and well-organized stores have a positive influence on 

consumer behaviors and lead to targeted purchases and more profits. Each customer 

has individual preferences and their daily purchases are differentiated according to 

their routine. Some of them want to spend less time inside the store, while others 

prefer to spend more. Products most of the time are placed based on the association 

rules and depending on the type of the store, the layout is different. The approach of a 

small local market is completely different from a hypermarket outside of the cities (Al 

Attal et al., 2018). Subsequently, stores should know their customers in order to make 

the right decisions about supplies or promotions. 

2.4 Customers Segmentation  

Customer segmentation is one of the most important parts of customer 

relationship management (CRM), as it has the goal to divide people – customers into 

homogeneous groups. The criteria for division vary, but usually relate to purchasing 

behaviors and patterns. The number of groups depends on the needs and the aim is to 
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choose the most natural ones. Segmentation is part of descriptive modeling and a 

powerful tool for business decision-making. (Hand et al., 2001). It is used to apply 

direct marketing, which is more efficient in contrast to the traditional one, because 

data is completely integrated to the processes (McCarty & Hastak, 2007). 

 Concerning retail business analytics and segmentation , stores identify 

consumers profiles and understand their needs in order to offer the appropriate 

services. Retailers use many data types to create the groups depending on the 

occasion. The main are: 

● Demographic data 

● Geographic data 

● Psychographic data 

● Attitudinal data 

● Sales data  

● Behavioral data  (Griva et al., 2018) 

 

2.4.1 RFM Model  

The most frequently used technique for customer segmentation and direct 

marketing is the RFM model. Three different measures are combined and compared 

(recency, frequency and monetary), while recency is considered to be the most 

important one (Ting We et al., 2010). The main concept of the model is to recognize 

the good customers and categorize them. Recency shows the interval between the time 

of the latest purchase of each customer and the present. Frequency represents the 

number of purchases or generally transactions of the customers in particular periods. 

Monetary value refers to customers' consumption of money in various periods. 

Α common way to utilize the analysis is to assign weights to variables and 

then score each person in the dataset. Weighting is subjective, but generally recency 

should weigh twice as much as frequency and monetary value. RFM is used for 

marketing campaigns and helps companies to prioritize their customers based on these 

three behavioral variables (McCarty & Hastak, 2007). In the retail industry, target 

customers are identified and the combinations of the metrics can show which ones can 

visit the store again. Furthermore, stores search for churners, the people who have 

abandoned  the  relationship with a service provider, and try to bring them back with 
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promotions or for people who are not very good consumers and try to improve their 

scores (Ranjan & Agarwal, 2009) . 

Except for the benefits that RFM model offers to businesses, there are some 

disadvantages. Firstly, the RFM model focuses only on current customers and not the 

future ones. Predictions are a big part of business analytics, therefore other variables 

and behaviors should be taken into consideration to make them. On the same 

wavelength, RFM analysis has a limited number of variables and it is true that there 

are also numerous characteristics that affect consumer behaviors. Lastly, the discussed 

model ignores the 1-1-1 type of customers. These customers buy once in a small 

period, placing small orders. RFM shows the importance only to the best people, who 

buy often, spending a lot of money, but they do not represent the biggest percentage 

of the total sales. As a result, low scoring consumers may have the greatest untapped 

potential (Ting We et al., 2010).  

2.4.2 Clustering  

Clustering is the assignment of observations or data items into groups based 

on patterns and similarities .It is a big part of unsupervised machine learning and a 

key element of business making. In case of unlabeled data, the problem is that they 

are not grouped in a meaningful way and they do not give the necessary conclusions. 

The goal is to obtain data points in the same groups as similar as possible and reduce 

the uncertainty in every data-driven situation. 

Pattern representation is the first step of cluster analysis and clarifies the 

number of patterns, the type and the scale of the available features. Then feature 

selection follows, which is the process of identifying the most effective subset to use 

in clustering. Along with selection, is the extraction, where one or more 

transformations are taking place in order to extract new useful ones. Next part of the 

process is the pattern proximity. Pattern proximity is measured with aid of distance 

functions and finds similarities and differences between patterns. The classic and one 

of the simplest measures is the Euclidean distance. The grouping step can be 

performed in different ways. Clustering can be hard, where a part of the data is 

assigned to groups, or fuzzy, where each pattern has a variable degree of membership 

in each of the output clusters. Final steps of the analysis are data abstraction for 
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detailed description of the clusters and cluster validity in order to evaluate the output. 

(A. Jain et al., 1999) 

 

Figure 3: Data Clustering (A. Jain et al., 1999) 

 

2.4.3 K-means algorithm  

Clustering data and segmentation can be achieved using many algorithms and 

techniques. K- means algorithm is one standard way to group points of data and 

extract conclusions about them. The algorithm is iterative and considers the 

parameters and the number of every problem as inputs and separates data into a 

specific number of clusters in order to achieve high intra-cluster similarity. Before 

each iteration the value of the centroids is computed and the data points are moved 

among the clusters depending on these calculations (Christy et al., 2018). 

Generally, the first part of K means concerns the partition of the items into K 

clusters. Elbow curve,  a heuristic method, helps the final determination. Secondly all 

points are checked and assigned to clusters, based on their distance from the nearest 

centroid. As it was previously mentioned, the centroid of the receiving or losing 

cluster is calculated again until no more reassigning (Cheng & Chen, 2009). 

RFM analysis and clustering can be combined through the K-Means 

algorithm. The results are very helpful for businesses, especially in the retail industry, 

and can group customers to interesting groups like loyal, seasonal, churners or even 

lost ones. The values of the RFM table are the objects of the clusters, therefore the 

Euclidian distance is calculated among them. The main groups of customers are based 

on the amount generated with recent transactions or the amount generated in frequent 
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transactions. This combination of two analyses can achieve effective customer 

segmentation and organize marketing campaigns to establish a strong relationship 

between the business and the customers (Anitha & Patil, 2019) . 

2.5 Classification 

Market basket analysis, RFM table, and clustering are some very important 

techniques to identify patterns, learn the current customers and assign them to groups. 

All these can offer the retailers the flexibility and make data-driven management 

decisions in order to get the competitive advantage. Retailers gather a lot of 

information, but they do not know which of them are actually important and single out 

the “really good customers” or the bad ones. Generally good customers are labeled data, 

who are not in data classes, so classification is the form of data analysis technique to 

predict them and create the right models to categorize them. 

Classification is a supervised learning task, where a model, also called classifier, 

is used to predict a class. The prediction is categorical, such as “yes” or “no”  and 

“good” or “bad”. The basic approach of classification consists of two steps, the learning 

and classification one. In the learning step, the selected algorithm is learning from a 

training set and its associated class labels, which are a subset of the initial dataset. The 

second step concerns the classification, where another independent subset is used, that 

does not participate in building the classifier. The associated labels of the test set are 

predicted based on the previous learning process. Test set is used because the classifier 

tends to overfit the data and is not reliable. Finally, a very important part of the 

classification is the accuracy of the model, which is the percentage of test set points that 

are correctly classified by the classifier (Han et al., 2012). 

2.5.1 Decision Tree 

The decision tree classifier (DTC) is one of the main algorithms and the key 

idea is to break up one complex situation to simpler ones and finally obtain the final 

most effective combination of these smaller decisions. DTC objectives are to correctly 

classify a big percentage of the training set with high accuracy and create an easily 

updatable model as the training set becomes bigger. Trees’ structure has to be simple 

and follow the appropriate tasks. 
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Figure 5: Example of general decision tree (Safavian & Landgrebe, 1991) 

 

The common characteristics of the structure are minimum error rate, min-max 

path length, minimum number of nodes in the tree, minimum expected path length, 

and maximum average mutual information gain  (Safavian & Landgrebe, 1991). Each 

internal node of the tree represents a test on an attribute, each branch shows the result 

of this test, while each leaf node, also called terminal node, is the label of a class. The 

first node called root node is vital and determines the shape of the DTC (Han et al., 

2012). Furthermore, information gain is simply how much information can be 

obtained from a variable, by observing another one and helps to the feature selection. 

Typically, decision trees are getting bigger at least to overfit the training set. 

Then tree pruning follows to reduce overfitting and a test set is used to evaluate the 

initial decision rules. Every time a rule is removed the connected branch node is 

replaced with a leaf node. This process is more acceptable than stopping criterion, 

because more possible combinations are checked. Moreover, pruning can be 

automated with the aid of various techniques or manually. By implanting it, the size 

of the tree is obviously reduced, but the quality of the initial decision rules is not 

affected. The general goal is to create a robust and accurate decision tree (Myles et al., 

2004).   
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Figure 5:Basic algorithm for inducing a decision tree from training tuples 

(Han et al., 2012) 

2.5.2 Random Forest 

Random forest classifier is a combination of trees, where every classifier is 

created from a random sample vector. Each individual tree represents a classification 

vote for the most popular class. The concept is that some features of the dataset are 

selected randomly or even a combination of them to create trees. From the initial 

training set with size N, a new training dataset is created by randomly drawing with 

replacement N examples. This method is called Bagging and is responsible for the 

feature selection and the combinations. All the examples are classified by taking the 

most voted class in the forest (Breiman 1999). 

 Two parameters are mandatory in order to create a random forest. The first 

one is the number of decision trees (Ntrees). Generally, if it is computationally 

efficient and does not overfit, there is no limitation to the number of the generated 

trees. 500 is commonly used as a default value, but actually a lot of variations are 

encountered like 100, 1000 or even 5000 trees. The first suggestion is the most 

famous for Ntree, when using RF classifiers. The second parameter is the number of 

variables to be selected and tested when growing the trees, to achieve the best split 
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(Mtry). Mtry is mostly defined as the square root of the number of inputs (Belgiu & 

Drăguţ, 2016). 

 Individual classifiers of the random forest determine the accuracy of the 

random forest. For strong RF classifiers, correlation of the individual ones should be 

at low levels. They are ideal for large databases and since they are not sensitive to the 

number of selected attributes, they are fast and good internal estimators of variable 

importance (Han et al., 2012).  

2.5.3 Naïve Bayes 

Naïve Bayes is a powerful classifier, fits easily to data and its interpretation is 

clear. For every class variable Y that is to be predicted, there predictors x and the 

naïve Bayes classifier has the form : 

 

P(Y = y | x) ∝ P(Y = y)P(x | Y = y)  = P(Y = y) P(x j | Y = y)  (Ye, 2003) 

  

The general  concept of the Bayesian classifiers is to assign the most likely 

class to an example along with the description of its feature vector . In Naïve Bayes 

one every feature represents an independent class. Even though this assumption is 

unrealistic, this classifier is effective and the results in practice are successful. This 

success is due to the fact that the classification error is not necessarily related with the 

quality of the fit to a probability distribution. Along with optimality of the zero-one 

loss, Naïve bayes does not require much training data and handles continuous and 

discrete data as well (Rish, 2001). 

2.6 Online Retailing at FMCG sector 

Shopping was always one of the most important parts of everyone’s routine 

and online retailing is not something but developed a lot during the pandemic. Prior 

COVID-19 it was obvious that there is a mass shift to Internet shopping, but it was 

not it was not a health reason to avoid physical presence in the store. People changed 

their shopping habits a lot and tried to find alternative and safe ways to procure the 

necessary things. These changes caused reclassifications to the retailers, who searched 

for new types of markets and turned to home delivery (Bitterman & Hess, 2021) 
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In comparison with physical stores, online ones offer various benefits. The 

main one concerns time saving as there are no waiting lines or traveling. Moreover, 

clients can access them whenever they want from everywhere with any constraints. 

The information provided for the products is a lot and there is no time limitation for 

observing and reading them. In contrast to traditional shopping, customers can 

compare in real time prices, features or any other field they want with the aid of the 

numerous online tools that they are given. Finally, another important advantage for 

the customers is that the transaction costs and generally the prices are most of the time 

lower at online retailing, which makes it more attractive (Moshrefjavadi et al., 2012). 

Apart from the advantages for the clients, online shopping can be also 

beneficial for the professionals. Recent years, the biggest retailers started to combine 

the classic store model with the home delivery one to help their customers and be 

more versatile. This extension gave them the opportunity to expand their network and 

deliver products to people, who did not have access to their stores. Therefore, they 

expanded their customer database and they followed the norm of digital 

transformation. This model is called multichannel and it’s the first evolution of 

physical retail. 

2.7 Dark Stores 

As already mentioned, the pandemic has changed the situation in many areas. 

Fast moving consumer goods area was one of the most affected. A new way of store 

was developed and shopping habits were differentiated, because the demand  

increased greatly and safety health barriers blocked what is known so far concerning 

shopping. New stores are called Dark Stores and are similar to typical supermarkets or 

smaller shops , but they are not open to the public. Online delivery is the only option 

and delivery “pickers” or proxy shoppers from external companies execute numerous 

digital orders (Bitterman & Hess, 2021). 

This type cannot be compared with traditional shopping, because the format is 

completely different. For example, large FMCG chains locate their stores outside the 

center of the towns. As a result, shipping times are bigger. Dark stores are inside the 

cities and offer swift deliveries with minimal transportation expenses. What is more, 

the fact that this type of store is not accessible to the public, makes it a perfect place 
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for product maintenance. Temperatures are at the right level, while the goods remain 

untouched until the delivery (Shaleva, 2020). 

For many retailers, dark stores are considered to be the only way to do 

successful business and is probably one of the best ways to compete with the big 

chains. It is an undeniable fact that this type of project requires adjustments. 

Completely new businesses need the mandatory infrastructure and organize their 

whole supply chain on this. The changes do not concern  only a good online network 

and a modern delivery strategy. Dark stores strategy is data-driven and includes 

automated processes as much as possible. The concept of these new stores can 

improve customer experience and give new opportunities to the retailers (Morgan, 

2020). 

First important part of dark stores is the CMS Systems, which update in real 

time the inventories and help pickers to collect the right products in time. Moreover, 

content management systems are a good tool for the customers, because they are 

always updated about the preferable products. ERP systems play the same role as in 

other businesses and plan the deliveries. One of the promises that dark stores give is 

the quick and instant delivery. Therefore, the routes of the distributors must be  

studied in detail. Finally, as there is no personal contact between the retailers and the 

customers and the ways of communication are only digital, CRM-systems are 

designed differently (Shaleva, 2020). 

The majority of dark stores are smaller than the traditional markets and do not 

have the same equipment. As a result, analytics and generally machine learning are a 

possible way to  help  them to organize their daily routine and have the right products 

at the right time. All the discussed branches of machine learning can be proved 

extremely helpful for this new retailing style. Association Rules can be extracted from 

the transactions and use the patterns for promotions and effective supply. Clustering 

based on RFM analysis can lead to productive customer segmentation. The 

segmentation can also have an effect on the delivery process and priorities can be 

depended on the metrics of the table. On the other hand, classification is more 

demanding, because it mostly answers a question about a target variable. The 

technical analyses have similarities with the other retail styles, but the differences 

have to do with business decisions. 
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Coronavirus has changed consumers' behaviors and generally there is a new 

era in the shopping sector. Regardless of the power of big chains and the habits that 

have been established, dark stores are not a trend only for the pandemic period. They 

offer numerous benefits for both customers and retailers and old school ways of 

thinking should be reconsidered. The need for physical space will shift and more and 

more new technologies will enter the dark store concept. 
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3.  Problem Analysis  

As in regular stores in the FMCG sector, dark stores need the right analytical 

tools to extract vital business decisions and organize successful campaigns. As 

already mentioned, strategies of this new retailing style are different and do not follow 

the existing path. People who prefer them instead of a physical shop, maybe have 

shopping behaviors based on specific patterns or the fact that they shop online and get 

the good only home delivered, is an extra reason for changes.  

“Dark retailers” want to have a  360-degree view of each customer and create 

an optimized and automated processes. Relied on the general concepts of dark stores, 

all the analyses can be executed in real time. The base can be the historical data and 

then perform the same tasks on current and possible future users. The identified 

problem is that a dark store should find ways to be differentiated and take the 

competitive advantage against other similar shops or even shops, which combine both 

ways of retailing. The issues to be addressed in order to achieve that concern the 

identification of popular patterns among the transactions of dark store, of different 

groups of customers and of the  important features that create a “good customer”. 

These tasks may have an extension to other important activities of the retailer. A well 

implemented analytical process can help to optimize supply and demand or adjust 

their prices instantly and maximize profits.  

It is therefore concluded that as there is no physical presence in the dark 

stores, the main guide to achieve the desired results is the total of the daily online 

receipts data. The analysis of them can answer a lot of questions about the customers 

and their preferences. A sample of customers along with their transactions can give 

the first results and explain the processes of market basket analysis, clustering and 

classification in a dark store environment  

Conclusively the problem identified, concerns the search for useful business 

information for a dark store, through its receipt data and the definition of the most 

important. In combination with the above, beneficial for the dark store would be the 

utilization of general or demographic features of the customers. These two sources 

make a good base for creating analytical models. The dark store that is going to be 
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analyzed is PockeeMart, which is based in Thessaloniki and is active in the FMCG 

sector. 
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4.  Research Review 

4.1 Data Collection  

For a successful analysis, the most important issue is the sample. Data from 

the months of October,November,December and January have been extracted from 

the PockeeMart’s database together with the characteristics of the customers. The 

selection is random and it is completely approved from all management levels, in line 

with all the existing provisions. 

The first sample dataset consists of the PockeeMart’s transactions for the 

aforementioned months and all the details about them. Specifically, it contains the 

receipt id, product id, Products Cost and Quantity of the products. The second one is 

about the customers of the dark stores. The available information concerns their age, 

gender, device of usage. Further features about the users result from the analysis. 

Moreover, a supportive file is being used, which contains product details. This is very 

important, because the analysis is being executed at category level and at the product 

one. As already discussed, the data has been extracted from the database of the dark 

store in xlsx format and has been stored locally. More details about the data are 

described with aid of the analytical tool. 

 

 

Screenshot 1: Data Snapshot (PockeeMart_receipts.xlsx) 
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Screenshot 2: User details Data Snapshot(PockeeMart_user_details.xlsx) 

4.2 Design Approach  

The sample  is used to create a data-driven environment for the dark store and 

help it manipulate daily situations through business analytics. Every aspect of the data 

is important and can be proved important and each feature affects the daily 

transactions, especially for this different type of store. 

Firstly, data preprocessing and data cleaning take place, because missing 

values and other abnormalities distort the results of every analysis. Therefore, 

handling this type of data is the first move. Then, exploratory data analysis takes place  

to better understand the data and locate the key points. These two steps are almost the 

same for every kind of analytical process and they can be characterized as mandatory.  

After them, the transaction data is transformed and it is prepared for the 

association analysis. The appropriate form of the data consists of binary values, which 

are the right type for the application of the Apriori algorithm and the extraction of the 

association rules. These rules show which categories  are purchased together and  the 

number of famous baskets in a dark store. The three main metrics of the association 

rules (lift, support, confidence) are applied and evaluate their “power”. 

It is true that every transaction belongs to a specific customer. As a result, this 

dataset is also used for clustering. Important features for this are the receipt date, the 

ids of users and the amount of money they spent on PockeeMart. By combining them, 

an RFM table is created, which gives to the customers 3 new labels about their 

shopping behaviors. The outcome of the RFM table, after some obligatory 

transformations, becomes the input for the cluster analysis.  K-means algorithm is 

used  and each customer is assigned into one cluster based on his metrics. 
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Classification is the last process and needs both sources. The important 

features are selected from the demographics dataset along with the outcome from 

previous analyses. Τhree different algorithms run for this data and they are evaluated 

in order to distinguish the possible churners of PockeeMart . All the results are 

visualized in many ways for better understanding  

4.3 Technical Overview  

The programming language to execute the data analysis for this project is 

Python, because it is highly productive and completely compatible. The whole process 

is executed in Jupyter notebooks with Visual Code. For a complete analysis various 

machine learning and graphics libraries are used. The principal are pandas, NumPy 

and SciKitLearn, while the supportive are seaborn and matplotlib. 
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5.  Working Experience 

5.1 Company Overview 

Pockee was founded in 2014 as a startup company building technologies 

around analytics in the FMCG sector. Τhe company is active on three different 

business levels. 

The first level is the initial project of Pockee and  consists of an application, 

which can be characterized as a shopping assistant for every consumer. Pockee app 

includes all the offers and the promos in the biggest chains of the country with all the 

necessary information about them. More specifically, consumers are informed about 

the current retailing promos , as well as the amount of their discount. As a result, they 

make a good preparation before visiting the respective store. Pockee app has another 

extension. After visiting the store, consumers have the opportunity to scan their 

receipt and collect points as a loyalty reward. These points can be transformed to 

cashback and credited to users' accounts. What is more, Pockee users have the option 

to redeem coupons through the app, as there are collaborations with many leading 

industry companies. 

The second level refers to business to business (B2B) services. Pockee has 

built an end-to-end retail platform, which gives to companies and retailers access to 

data and insights analytics about offers or promos. Business intelligence reports are 

embedded to the platform and make the competition comparison easier and data 

oriented. The content  of the reports can be filtered in many ways and separate the 

promos per category, company, brand and many other options. 

Pockee’s latest business activity is inextricably linked to the analysis that 

follows, as it concerns the dark store "PockeeMart". PockeeMart started to operate in 

2021 and is based at Thessaloniki. Customers prefer the dark stores as already 

mentioned because of the situation created by the pandemic. 
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5.2 Position Description  

The title of the position is Business Intelligence Analyst and is a main member 

of the data team. The analyst is responsible for handling the data and extracting useful 

information from them. The aim is to increase productivity and improve efficiency 

through data from many different sources. Moreover, the BI analyst is capable of 

communicating with customers or other people internally and identifies opportunities 

for improvements by spotting data trends. In order to perform all these tasks, a 

combination of business and technical background is required. For this reason, 

knowledge of many analytical tools, data modeling, critical thinking, decision making 

and reporting are vital skills. Due to the dominance of technology nowadays more and 

more companies are hiring BI analysts, thus trying to get rid of subjectivity and turn 

to data-driven decisions. 

5.3 Responsibilities  

At “Pockee” the responsibilities of the business intelligence analyst vary and 

are involved in all three business levels. The analyst reviews and validates the promo 

data through the application, searching for interesting patterns in order to create 

basket analytics for future usage. The analyst processes the scanned receipts and tries 

to extract information from them. A very interesting part of that is the search for the 

effects of different offers and promos on consumer behaviors. On the same 

wavelength are the duties of the analyst at the market intelligence platform. Apart 

from learning and understanding the data landscape, the analyst is responsible for the 

regular communication with the cooperating companies. Successful communication is 

achieved by sending reports on a monthly or quarterly basis. These reports are 

actually a year-to-date overview and give to the receiver an extra tool to organize the 

marketing strategy. The last responsibilities deal with the dark store of the company. 

Reporting and creating insightful dashboards, mainly about descriptive analytics, are 

the main ones. Supportive tasks are about predictive analytics or customers behaviors 

and popular patterns. 
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6.  Analysis  

6.1 Sample Description  

As already mentioned, PockeeMart is the dark store that is analyzed through 

its customer data. More specifically, a sample of 990 receipts has been collected from 

510 unique customers for the period from October to January. Each receipt has 5 

features and a unique key-id. The second dataset contains customers’ characteristics 

and has 3 features along with the ID. 

Order ID Unique receipt number 

User ID Unique customer number 

Order Date Date of the transaction 

Product ID Unique product number 

Quantity Number of products 

Total Cost Cost of purchased product 

Matrix 1: Receipt key and features 

User ID Unique customer number 

Gender Gender of the customer 

Age Age of the customer 

Activation Device Customer device for orders 

Matrix 2 : Receipt key and features 

6.2 Association Rules  

The first part of the analysis is the extraction of association rules for the dark 

store. As there are a lot of similar products, a supportive dataset is imported which 

assigns a category to every product. This transformation creates larger correlations 

within the baskets and improves rules’ “power”. The necessary features for this part 

of the analysis are the category id and the order id.  
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The first action is a join, which combines categories with products. The new 

table has fewer lines as many products are grouped, but it is more maneuverable. 

Snapshot 1 : Tables Merge ( Receipts & Category ) 

The most important part of the association analysis’ preprocessing is the one-

hot encoding. One-hot encoding is  a transformation, with which raw data receive 

binary values. As a result, it is easier to understand which categories are in the same 

basket. If one of them is inside the basket is scored as 1, if not as 0. 

Snapshot 2 : One-hot encoding 

 After the encoding, the next step is the implementation of the Apriori 

algorithm and the identification of the frequent itemsets, which are the base for the 

extraction of the association rules.  

Snapshot 3 : Frequent Itemsets 
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Snapshot 4 : Association Rules 

 

6.3 Clustering 

Clustering is the next analytical process for the dark store. For this part it is 

important to keep the user id instead of the order id, because the goal is effective 

customer segmentation. 

As every data line refers to the individual products’ cost and their quantity, so 

it is mandatory to aggregate them and calculate the total receipt cost. 

Snapshot 5 : Receipts Aggregation 

 

 Clustering analysis for PockeeMart is based on a RFM table. As already 

discussed above, recency is considered the most vital metric of the table. Therefore, 

time constraints must be implemented. The first refers to the earliest transaction date, 

the second to the latest and the third to the execution date.  
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Snapshot 6 : Time constraints 

 

 The next step before the clustering is the creation of the RFM table, which 

assigns metrics to every customer of the dark store and gives a first impression about 

their shopping habits. 

Snapshot 7 : RFM Table 

The next step before the clustering is the creation of the RFM table, which assigns 

metrics to every customer of the dark store and gives a first impression about their shopping 

habits. 

Snapshot 8 : Skewness removal 
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Snapshot 9 : RFM table normalization 

After data preparation, K-means algorithm is applied to the data in order to 

create clusters. Τhe decision on the number of clusters is made by the elbow curve. 

Specifically, 4 clusters are created and PockeeMart’s customers are distributed to 

them.  

Snapshot 10 : K-Means 

 

 

 

 

 

 

 

 

Snapshot 11 : Elbow Curve 

Each cluster has its own characteristics and the values are a combination of 

RFM table values according to their shopping behaviors.  
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Snapshot 12 : Clusters’ Details 

 

 

 

 

 

 

 

 

Snapshot 13 : Customers’ Assignment to Clusters 

6.4 Classification 

Classification is the last part of the analytical process for the dark store and 

tries to give answers to a business problem. It is very important for the dark store to 

know, which customers will continue to prefer or they will stop doing business with 

it.  

Model comparison is a vital part of the classification, in order to find the most 

suitable for the PockeeMart’s data. First of all, 3 different datasets are combined. 

Users’ transactions, users’ details and clustering results. The new DataFrame contains 

the User ID, the age, the gender, the device, the RFM table metrics from clustering 

analysis and the total quantity of purchased products. Recency is transformed to a 
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binary variable and marked as the target one for the classification. Customers who 

preferred PockeeMart in the last 30 days get the value 0, while customers who visited 

and bought from the dark store in more than 30 days get the value 1. As a result, 

customers with recency value over the 30 days are characterized as potential churners. 

Snapshot 14 : Aggregations for Classification 

 In the same way as in the clustering analysis, data is normalized. Categorical 

variables are transformed into binary and the rest are parameterized with a scaler. 

Snapshot 15 : Categorical Values’ transformation 

Snapshot 16 : Values’ normalization 

  The main concept of the classification requires a target variable and the 

features. Historical data are split to train and test set in order to build a model  to 
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predict feature records. The separation of the data is the same for all the different 

models, which are applied. 

Snapshot 17 : Target variable selection & Train and Test set separation 

  Three different algorithms are applied to the PockeeMarts’s data. The first one 

is a decision tree, which is optimized as much as possible with pruning technique. The 

second is the random forest and the last one is the Naïve Bayes algorithm. The 

selected model is that with the highest accuracy metric. 

Snapshot 18 : Decision Tree process 

 

Snapshot 19 : Optimal Decision Tree process 
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Snapshot 20 : Random forest process 

Snapshot 21: Naïve Bayes  process 

 



 

44 

 

7.  Findings 

It is an undeniable fact that the general management and the marketing 

strategy of dark stores is differentiated from a traditional one. Data-oriented decisions 

are the daily guide and all the techniques explained above are part of the process. 

From the association rules analysis, 106 unique rules are extracted with 

minimum support set at 0.07. This means that the results describe rules that appear at 

the 7% or more of the total transactions. In retail shops with physical presence 

association rules are helpful, because they contribute to the stores’ design and layout. 

In the dark stores era, the approach is different and business moves concern mostly 

the delivery services, the online site browsing and the supply chain management. 

Antecedents Consequents Support Confidence Lift 

34.0 46.0 0.092649 0.407080 1.579024 

608.0 49.0 - 46.0 0.070493 0.448718 3.300570 

714.0 252.0 0.077542  0.418478 2.175648 

205.0 49.0 0.111782 0.569230 1.755422 

222.0 221.0 0.082578 0.436170 2.433241 

229.0 233.0 0.099697 0.426724 1.507961 

Matrix 3 : Important Association Rules 

 The rules above are some important results from the market basket analysis. If 

a customer buys products from category 205.0 for example, then buys the category 49.0. 

Total transactions contain this specific combination in percentage of 7.7%, with 57.0% 

confidence. Lift metric is measured at 1.75, therefore there is positive correlation 

between the two categories and the rule can be characterized as strong. 
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Visualization 1 : Rules’ Support 

The majority of the rules are found in less than 10%, but there are others that have 

a high support metric. The fact that there are many different categories, creates variety 

and gives to the dark stores many options to choose the best combinations to promote. 

In order to have a more complete view about the results, the support metric is examined 

in parallel with the lift metric. 

 

 

 

 

 

 

 

 

 

 

Visualization 2: Support vs Lift 

The rules discussed before have a lift metric measured between 1.2 and 1.8, which 

means that the likelihood of buying these categories is 1.2 – 1.8 times more than the 

likelihood of just buying the antecedent. There are a group of rules which are much 

“stronger” and are evaluated as well with different criteria. Building a graph is an 
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efficient way to check and visualize the associations. For clearer results, rules with lift 

value over 1.5 are presented. 

Visualization 3 : Network association graph 

 Clustering analysis is also vital, because it helps the dark store to distinguish 

the customer groups relied on their habits and not on subjectivities. The RFM 

clustering for PockeeMart has created 4 clusters. The table below presents the means 

values of the cluster analysis and is the base for the customer segmentation. 

 Recency Frequency Monetary 

Cluster 0 58.6 1.1 27.7 

Cluster 1 16.0 3.7 159.3 

Cluster 2 10.5 1.4 49.8 

Cluster 3 7.1 12.9 666.2 

Matrix 4 : Cluster Analysis results 

 Each cluster requires  different manipulations. The dark store can evaluate 

customer retention by identifying  loyal users and churners or even increase profits, 

by choosing targeted promotions for right customers without neglecting the 
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association rules. As a result, the two analyses can work effectively together and offer 

to the dark store data-oriented options for its marketing strategy.  

Visualization 4 : Frequency vs Monetary  

The visualization above shows how the cluster labels are distributed according 

to their frequency and monetary value. Since recency is presented as the most 

important measure it is examined differently and is trying to be predicted during 

classification. 

Among the three models that have been applied to the combined data from the 

3 DataFrames, decision tree optimal is considered as the best. It has the highest 

accuracy metric, measured at 85.6%, while random forest is really close with accuracy 

measured at 84.31%. The last algorithm, Naïve Bayes,  is the less effective for the 

PockeeMart’s model and the accuracy level is 73.20% 

 

 

 

 

 

 

 

Visualization 5 :  Classification Models Comparison 
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8.    Discussion 

All the presented analytical processes have a business impact on the dark 

store. Due to the nature of the store, the results should be utilized in a different way 

rather than a typical one. The classic concept for market basket analysis refers for 

example to the layout of the shop and the and the placement of famous itemset 

nearby. Concerning clustering, retailers use it in order to “learn” their customers, 

identify their target audience and create in-store, leaflet or internet promotions. Last 

but not least, retention in traditional stores is estimated and predicted in groups, as 

most of customer data is not retained. 

8.1 Market Basket Analysis – Business Value  

Τhe trading and shopping environment of a dark store is a website or an 

application. Association analysis can be the base for the recommendation system of 

the dark store. Popular consequents can be recommended to the users and increase the 

basket size.  

Recommendation systems relied on individual historical data, the new or the 

nearly new users have not placed enough orders. Association rules can be a reliable 

beginning to inform users for possible combinations. For example, every time a 

PockeeMart’s user adds a product from category “34”, a notification can inform him 

if he wants to add a product from category “46”. This recommendation is one of  the 

“strong” rules, which is extracted with the aid of Apriori algorithm. Furthermore, the 

rules can be a guide for the supply of products. Most of the time, dark stores are small 

places inside city centers, therefore the supply chain management should be targeted 

and methodical based on patterns and strict timelines. The study of the rules can show 

the popularity of certain categories and organize the negotiations with the suppliers. 

Several itemsets can be included in offers. As a result, unpopular products can be 

boosted from the combination’s power and be part of  market baskets. 
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8.2 Customer Segmentation – Business Value 

The competition in the retailing industry is constantly growing and each year 

and every year more and more options are presented to customers. Dark stores seem 

to be the latest and require a complete view of their customers. It is known that 

customers create  relationships of trust and loyalty with their retailers and it is mostly 

difficult to convince them to change their preference.   

After the implementation of K-means algorithm, 4 groups have been generated. 

Each cluster refers to PockeeMart’s users with several characteristics in connection 

with their shopping behavior. Specifically, the type of each cluster is presented below: 

Cluster 0 : Refers to customers who preferred the dark store once and then 

returned to their previous retailer. It is possible that they took advantage of an offer or 

promotion just to save an amount of money. One potential strategy is to create a new 

promotional campaign for them and check if they will order one time again. The 

loyalty should be based on the brand awareness and trust and not on individual 

situations. 

Cluster 1: Refers to “newcomers” with good consuming potential. These 

customers seem to like the services of the dark and should be handled carefully. They 

should receive a lot of recommendations based on the association rules and newsletter 

about everything concerning the dark store. Social media also play vital role and 

competitions through them are a great way to strengthen the business relationship. 

Cluster 2 : Refers to completely new customers, who started to buy products 

from the dark store. Their habits are not clear and their preferences have not been 

revealed yet. Promo codes and coupons are a good option in order to encourage them 

to place more orders, but patience until more data is available may be proved more 

useful for this cluster. 

Cluster 3: Refers to the established customers. They prefer the dark store 

frequently without big time gaps and the amount of money they spend is above the 

acceptable level. Loyal users should be rewarded and sometimes have special 

treatment. In this way, they will feel important and the transactions become less 

impersonal. Delivery priority should be examined for these users and updates on new 

offers need to be made faster for them. 
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8.3 Classification – Business Value 

Classification process works proactively for the examined dark store. It is an 

extra tool for the management and marketing team to check the retention and the 

effect of various campaigns. The time threshold of the one month is representative in 

order to identify which users can be characterized as churners. The existing historical 

data has built a base for the future customers. The decision tree classifier will give 

them a label resulting from their characteristics and their RFM scores.  

The business objective of the classification is to create an automated tool to 

categorize new customers. The demographics variables concern the age, the gender 

and the device of every customer. Customers can be grouped by these characteristics 

without the clustering results , but this join gives a more complete description about 

them.     

As the company works along with predictive analytics, it has the ability to avoid 

the churn of a customer. If a new customer after his first few orders is scored with 

label “1”, it is more possible to stop preferring the dark store. As a result,  the 

marketing team has more time to prevent this type of shopping behavior and organize 

campaigns to increase retention. Potential churners can receive discounts for their 

favorite products or coupons for their next order. Furthermore, the marketing 

campaigns who have been affected from classification can become even more 

personalized.  

Visualization 6 :  Churn count by Gender 

 The visualization above presents the churn rate by gender. Specific categories 

can be promoted  for each gender and give them extract incentive to continue to shop 

from the dark store. 
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 Visualization 7 :  Churn count by Device 

In the same wavelength, churn rate can be grouped by users’ devices. This 

grouping is very important, because the combination the device’s type and the 

spending score can show really insightful results. More premium devices with high 

scores may require a different marketing policy than those who have cheaper ones.  

The multidimensional data and their flexibility give to the dark store the 

opportunity to handle numerus situations and offer to its customers quality services. 

The challenge is to consider which analytical tool and constraints are more suitable 

for every occasion. 
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9.  Conclusions 

According to the analysis above, it is concluded that business analytics have 

the ability to completely change the strategy of every company. It is true that in the 

data-oriented era, business decisions are based on real facts and insights. The 

transformations and the algorithms, which have been implemented to the 

PockeeMart’s multidimensional data , are really important as it is confirmed from the 

literature review have a huge impact on the business structure. 

The pandemic has shaken the retail word and apart from the harmful effect has 

helped new types of businesses to evolve. During COVID-19, dark stores have been 

established and have improved customer experience, providing easy access to 

essential goods. After the normalization of the situation, dark stores will continue to 

be part of consumers’ shopping routine. 

9.1 Future Work   

Association analysis, customer segmentation and churn prediction with 

classification techniques will drive the dark store to the initial business-oriented 

decisions and campaigns. In the future and after the collection of more 

multidimensional data, a complete recommendation system will be a perfect match for 

the existing analytical process. A successful engine of this type should be 

personalized and meet the needs of each customer individually. As already 

mentioned, the first recommendations are based on association rules. Historical data 

would help to create more complex variables in order to design the system. One 

important fact is that the recommendation algorithm should be flexible enough so that 

it would not be influenced by individual product purchases but by shopping patterns. 
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