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Description: 
 

Build a machine learning model to predict the probability that a customer will cease 

his relationship with NBG within a month. 

Churn rate refers to the proportion of customers who ‘’leave’’ during a given time 

period. It is probably the most important KPI in order to measure customer 

satisfaction. There are many methods to approach this problem. The case here, is to 

try to identify the signals of attrition using only transactional data. The candidate will 

have the chance to deal with a critical issue for the majority of the companies. The 

concept of attrition is not only to retain customers but to improve profitability and 

increase lifetime value. The candidate may adjust the project to his interests and he 

will have NBG’s guidance and support during the project period. 

Data: 2 years transactional data from internet banking. 
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Abstract 
     

 

  Customer churn is commonly defined as ‘the probability that a customer will 

voluntary cancel the existing contract within the next X number of months’, where X 

is defined according to the type of business and the problem set in particular.  It is 

also referred as loss of clients or customers. (Forecast Analytics, 2015). Customer 

churn is one of the most important metrics for a growing business to evaluate its 

customers’ satisfaction and while it's not the happiest measure, it is a number that can 

give a company the hard truth about its customer retention. The higher the churn rate, 

the more many investors doubt the company’s viability. From an analytics 

perspective, this becomes a classic binary classification problem as all customers 

either churned – or did not churn. There are different approaches to study customer 

churn via suitable predictive models but in many cases, when there are non-existent 

churners, the customer churn is not traceable. So, building an appropriate model is a 

procedure with high complexity.  

     In our study, we had to deal with this issue, so we developed a dual step building 

approach which consisted of clustering task and then the classification task. With this 

regard, firstly, customer segmentation was implemented on the bank’s client base. 

The clients through K-means, were divided and depicted into three clusters based on 

their RFD related features with the aim of extracting a logical definition of churn and 

administering flags (churn- no churn) to the clients. Secondly, based on the above 

flags we proceeded to the second step – the model building phase. The utilized 

algorithms were the logistic regression and the Naïve Bayes classifier. Regarding the 

results, logistic regression had better performance on our data than Naïve Bayes.  
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Chapter 1 – Introduction  
          

 1.1 Introduction  

 

         Customer churn, also known as customer attrition, customer turnover, or 

customer defection, is the loss of clients or customers of a company in a predefined 

time period. When a user, player, subscriber, decreases the business operations - 

during the partnership between customer and business - or releases the contract  with 

the company, then this partner is considered to be a customer churn. (Netigate, 2019) 

Churn rate is defined as the rate at which churn occurs. Changes in a company’s churn 

rate could be a signal for many things· Reduction of a company’s churn rate is a sign 

that the company’s viability is not at risk, whereas the opposite shows that the 

company should invest more on its improvement. (Gallo, 2014) In order to put the 

above in a practical sense ,the below example is helpful : Assuming that the company 

is a bank (as in our case) , from the side of clients, not renewing a service agreement, 

contract or even closure of an account of some sort and turning to another bank. 

Mainly, if the reason for leaving the company is the dissatisfaction, then the things get 

worse because this means word-of-mouth - bad reputation for the specific bank. As a 

result it seems crucial for the company’s administration to prevent such behaviors. 

Analyzing the past history of the potential customers systematically, could decrease 

the churn rate. Therefore, the churn rate is too important by playing a dual role: with 

the churn rate not only could somebody understand by defining it, what happened in 

the last period, but also they could predict what’s going to happen in the next one. For 

this purpose, large data concerning customers, is maintained and performing a proper 

analysis on them makes possible for the people in charge, to predict these one that 

might churn. 

      But it is a fact that for a company- organization retaining existing customers costs 

less than acquiring new customers. And the reason is following: The client - customer, 

who stays with a company over time in an active way, gives the people in charge the 

chance to develop more personalized content for him, gain referrals, and earn trust. 

The company could endorse a new product and earn positive word-of-mouth 

marketing. (Wonder, 2018) Clients want to cooperate and spend money with brands 

that make them feel special and therefore a strategy to eliminate churn rate would be 
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the implementation of personalized services and experiences that leads to awareness 

of the customers’ expectations, and satisfaction improvement. (Galetto, 2016) 

          And at a time when customers are looking for ways to fulfill their needs in 

faster, easier, and less expensive ways, the ability of people in charge  to keep them 

feeling important via highly targeted, customized messaging and offers will be key to 

retaining their business. The big challenge although of the churn analysis is to identify 

and understand customers who are still making up their mind about the continuation 

of the contract with a business or not, because that is when you have the best chance 

of influencing them. And here comes the basic question: Ηow do you know the exact 

time when customers are still making up their mind about churning or no churning? 

The answer is that you cannot know exactly. In order to succeed this, an observation 

of the customers, at a time when it is reasonable that they think about their next 

transaction, is vital. And that time is placed not immediately after the last renewal and 

not right before the upcoming renewal where they might churn. The exact interval of 

time depends on the cost and the duration of commitment of service, which means 

that the longer the commitment and the more expensive the service is, the longer the 

lead time is. According to some surveys, the lead time for large businesses is from 2 

to 4 months. (Fighting Churn, 2019) In my case a 4 month lead period was used. (Τhe 

reason is explained in the chapter 5 in main analysis (pages 43-44)). 

        Companies and talking more specifically about banks usually make a distinction 

regarding the term churn· the voluntary churn and the involuntary churn. Voluntary 

churn occurs due to a decision by the customer himself to turn to another company or 

service provider, whereas involuntary churn occurs due to circumstances which 

concern the cards (debit and credit cards) or the customers. Talking about the cards ,  

we could have payment failures such as loss or cancellation of a card or not updating 

the information of the card which results in its expiration. As far as  the clients are 

concerned we could take as example a presumptive  customer's relocation to a distant 

location or even death. In most applications, involuntary reasons for churn are 

excluded from the analytical models. Only voluntary churn is at the center of analysts’ 

interest, because it typically occurs due to factors of the company-customer 

relationship which companies control, such as how billing interactions are handled or 

how help is provided to client complaints. (Wikipedia, 2019) (In my case, I had no 

demographic elements about clients in my disposal, so there was not a manner to 

distinguish voluntary churn from involuntary one). 



  

11 
 

 1.2 Calculating customer churn rate.  

 

        There is a variety of ways to measure-calculate the customer churn rate. 

Indicatively, churn rate may represent the total number of customers lost or the 

percentage of customers lost compared to the company’s total customer count. For 

example if a company had 200 clients and lost 4 the last month its monthly churn rate 

is 2 percent. In addition, it may depict the value of recurring business lost, or the 

percentage of recurring value lost. Other organizations calculate churn rate for a 

certain period of time, such as quarterly periods or fiscal years. (Galetto, 2016) The 

most common and widespread method in order to calculate the customer churn is to 

subtract the number of customers that have been lost at a specified time period from 

the total number of clients that the company had at the beginning of that time and 

divide this difference by the total number of clients  the company had at the beginning 

of that period. For example, if a business starts with 300 customers and at the end of 

the month it ends up with 200, then the customers churn is 

(300 100) 200
0,6666 66,66%

300 300

−
= = =  (Bonnie, 2017) 

  

The following study aims at recognizing clients who tend to churn or not and finding 

an efficient and accurate predictive model for customer churn in a bank utilizing 

machine learning techniques.  

 

1.3 Problem definition 

          

    Not always can churn be so clearly defined. Any transaction might be the last 

interaction with the company, or could be part of continuing interactions with the 

company. For these non-contractual businesses, as in case of banks , if a client does 

not complete a critical event on the platform within a window of time (lead-period), 

then he  could be considered as” churn” ,in other words, he seems to abandon the 

platform. (Forecast Analytics, 2019) As a result it seems vital to recognize the 

churners before they end up falling away from the bank. This model aims to recognize 

the customers who tend to churn in close future and predict the probability of this 

situation. 
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1.4 Purpose of the project-research 

 

Purpose of my research is to build a machine learning model to predict the probability 

that a customer will cease his relationship with NBG within a month by separating the 

clients of the bank in first level into churners and no churners. 

 

1.5 Research Questions 

 

✓ Why studying the churn is so important for the companies?  

✓ How the term “customer churn” could be defined in a non-contractual setting 

(in which there are no customers who have left the company so as to have 

(real-existing) labels for churn about them? 

✓ How will we predict customer churn if we have only active clients? 

✓ Which features should be extracted from the transaction data and be utilized as 

input in the clustering model? 

✓ How long should be the window for the lead period? Is it fixed or not?  

✓ Will the resulting clusters be meaningful? What may each cluster represent? 

✓ Which model should I use for the classification phase?  

✓ How does someone reduce their company’s customer churn rate?  

 

1.6 Thesis structure 

 

To begin with, my thesis report starts with some definitions and explanations about 

the research problem –customer churn – and its context. (Chapter 1).Analyzing the 

related terms was the expedient so as to give prominence to the significance of the 

problem.  Encountering deeper meanings was the means for providing the need for 

continuous thorough search and the building of efficient and accurate models for 

customer churn prediction. Subsequently, a variety of some methods is mentioned for 

measuring –calculating the churn based on the preference of many organizations (due 

to the complex nature of the problem itself). Then, leveraging the definition of the 

project problem and the purpose of this research, a series of questions which are come 

out of   the topic “churn” is being shown. Chapter 1 is succeeded by Chapter 2 which 
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is a literature review consisted of explanations of  terms, closely related to the churn 

one  as it is the “customer relationship management(CRM)”  which is the fundament 

for any predictive  model and “customer lifetime value (CLV) “. Subsequently, 

having mentioned and reviewed different models for churn prediction (data mining -

machine learning approaches and not), I move on to the next chapter (Chapter 3) 

presenting   my personal choices and describing my research methodology. 

Afterwards, seguing from the general to the more specialized, follows the detailed 

analysis of my project strategy which is an inseparable part of the previous section as 

well as the results coming from the implementation of my methodology and their 

interpretation (Chapter 4). After the “hard work”, as it is usual in every research, 

comes after the part with the conclusions about our project theme (Chapter 5).  

Ultimately, follows the section (Chapter 6) consisting of firstly the limitations that we 

faced with during the whole procedure and secondly some suggestions for further 

extension of the model and further research and then the last section (Chapter 7) with 

some appendings. 

Note: If we wanted to be more explicit as far as the division of the project to chapters 

is concerned, focusing on technical part, we would say that there are nine (9) chapters 

instead of six (6). These are the previous six, with the addition of three additional 

chapters · one at the beginning, consisting of contents, list of figures and list of tables 

and the other two at the end, consisting of the  references that were utilized and  some 

appendings. 

     Here are two schematic figures that illustrate the above steps-chapters. The figure 

1 focuses on the semantic context whereas the figure 2 focuses on the technical one of 

this report.  
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Chapter 2 – Literature Review 
 

2.1 Introduction  

 

This chapter consists of two separate parts. The first part introduces two important 

fundamental terms· the “customer relationship management (CRM)” in conjunction 

with the Information Technology (IT) and the “customer lifetime value (CLV)”, two 

closely related terms to the churn prediction and client behavior in general. The 

second part is an introductory part to Data Mining –a machine learning technique – 

and includes -explains the connection-contribution of it to the above terms. Then, a 

quotation of some of the most common and applicable data mining techniques in 

CRM follows and ultimately this section ends with citing the ones I used in my 

project. 

 

2.2 Customer Relationship Management (CRM) 
 

       CRM standing for Customer Relationship Management is a business strategy –

philosophy which allows the banks and companies in general to understand better 

their clients and their behavior. CRM aims not only to the maximization of the 

winnings and takings of banks, but also to the satisfaction of their customers and 

consequently to a better performance of the financial institutions. (Αραμπατζής, 2008) 

Due to the fact that there is large competition among the banks it is vital to them 

knowing much more information about the “existing” clients so as to build stronger 

relationships with them and keep them happy. In addition, the potential of e-

commerce and digital economy created huge range of options. As a result, clients are 

better informed than ever, which means that they discriminate more and have more 

preferences and demands. (Foss, Stone, 2002) These demands are the reason that 

many clients turn to another suppliers. This situation generated the notion of churn 

(Lejeune, 2001) and the need of creation of a customer oriented management from 

banks.  

        The possibility of clients’ grouping into homogenous categories from banks, 

gives significant advantages to the business as they can develop more easily or 

improve a customer-oriented centric system and have close their ‘best’ loyal clients 
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which offer profits. And here comes the term “Information Technology (IT)”. 

Information technology refers to any tool based on computer technology which gives 

the opportunity of gathering information and information –processing. (Aminuddin, 

2011) CRM with the assistance of IT achieves acquisition, storage and analysis of 

knowledge about customers, aiming to the sale of goods, products or services with the 

most efficient manner.  

        CRM is separated to 2 basic types: Operational CRM and Analytical CRM 

(figure 3). These two parts are not independent, but instead we would say that one is a 

continuation of the other. 

       With the operational CRM (“front-office” part) every interaction with the client is 

automatically recorded in a database   -   contact history - (of the specific client).With 

every transaction of the client, the database is automatically enriched. In that manner, 

the client can come to contact with everyone from the business staff (one or more 

different people, through any channel) so as to solve his problem without explaining 

every time its transaction history. (Αραμπατζής, 2008)     

        After the Operational CRM, the Analytical CRM follows. The Marketing 

department by a logic use of the data from the previous part, analyses this information 

with tools of the Analytical CRM and extracts useful conclusions about the clients so 

as to improve business processes in Sales, Marketing and Service. With the use of 

Analytical CRM (“Back-office” part) companies can segment their clients, perform 

marketing campaigns, analyze clients’ profitability, predict future actions and even 

predict any action for customer defection (churn) and take the necessary steps. 

(TECHONESTOP, 2019, Αραμπατζής, 2008) 

   

            A CRM system helps businesses being constantly connected with their 

customers and improves their interactions. Thanks to clients’ connections with the 

web systems, the financial institutions through the IT have the ability to receive 

feedback without delay, receive data concerning clients’ preferences, interests and 

needs. (Lejeune, 2001) And the most important: companies can address issues before 

they become needs! (Foss, Stone, 2002) 
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Figure 3: Customer Relationship Management (TECHONESTOP, 2019) 

 

     The powerful combination of CRM and IT is coming to enhance the notion                

“Customer Lifetime Value (CLV)”.  The CLV is one of the most important KPIs in 

the world of business and inextricably bound to the term “churn”. It is a metric which 

indicates how valuable a customer is for a company in long term time based on his 

first purchase. (Grow Digital Team, 2018) Being acquainted with the CLV the banks 

and companies in general can develop methods –strategies so as to attract new 

customers but mainly improve their capability to “keep”-retain the existed customers. 

As the old verse goes, “Make new friends, but keep the old. One is silver, the other 

gold.” As we said before in the chapter 1, it costs less for companies to develop a 

strong long-term connection  with existed clients  than acquiring new ones. There is 

no such reason to spend so much time to find a new client if you cannot keep the 

current ones happy and boost their loyalty · and the customer loyalty helps increase 

the CLV. Loyal customers are more likely to become brand advocates being positive 

in accepting new products and new services. (Rouse, 2019)  

So, keeping the existed customers is valuable and engaging  the right ones even more 

valuable  and one of the key metrics in figuring out whether the company is retaining 

clients is the churn rate. (Gallo, 2014) 
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 2.3 Data mining  in the  churn management 
 

2.3.1  Big Data and Data Mining 

 

  According to Gartner analyst Doug Laney in his 3Vs concept in a 2001 MetaGroup 

research publication, 3D data management: “Controlling data volume, variety and 

velocity”, big data is data that are characterized by three (3) dimensions, known as 

“3Vs”: Volume, Velocity and Variety. (Laney, 2001) The first dimension (volume) 

represents the enormous breadth of data. It should be mentioned that the ninety per 

cent (90%) of all data was created in the past two years, IBM estimates. (Rijmenam, 

2012) The second dimension (velocity) represents the increased speed at which the 

data is created, received, stored and analyzed. Lastly, the third one the Variety 

represents the wide different types of data (structured data, unstructured data, etc.). 

However, the definition of big data can be updated by four additional elements;  the 

Veracity, the Variability, the Visualization and the Value. With the term Veracity we 

mean how truth and correct the data is.  Due to the fact that too much information is 

automatically recorded without the existence of some control, we have to verify the 

validity. The term variability is as Brian Hopkins, a Forrester principal analyst 

mentions “the variance in meaning, in lexicon”. In other words, the same word among 

thousand ones that exist in big data could have a lot of meanings. Of course, we could 

not forget the part of visualization of the data (hence the characteristic 

‘Visualization’). Nowadays it is unthinkable to talk about big data, that huge amount 

of data without making them easy understandable to everyone. Finally, the last term 

Value could be interpreted as the benefit (monetary and not) which big data offers to 

the companies and organizations. (Rijmenam, 2012)  

Below in figure 4 is a schematic representation of the characteristics of big data: 
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Figure 4: Big data parts 

 

Because of the fact that there is a constant increase of so many big data sets in the 

scale of terabyte or even of petabyte, it is vital to find a way to analyze them. It is too 

complex and difficult to handle them in traditional methods.  However, the Data 

Warehouse tool solves the above problem and makes it possible to collect, store, 

process and analyze the data through Data Mining techniques. Data mining methods 

such as Association (correlation between variables), Clustering (group items together 

in clusters based on similar characteristics-patterns), Classification (assign items into 

predefined categories), Decision Trees (represent decisions and decision making using 

a model of decisions like a tree.) are utilized so as to detect hidden information and 

assemble predictive models. (Datafloq, 2019)And after implementing statistic 

techniques and finding out probable patterns, all this data are represented graphically 

such as with scatterplots, histograms, barplots, tables etc. Data mining methods 

transform the raw data into useful and usable knowledge. (Lejeune, 2001) 

As Michael J.A.Berry and Gordon S. Linoff mentioned in ‘Data Mining Techniques 

for Marketing, Sales and Customer Relationship Management’, second edition , ”Data 

Mining, as we use the term, is the exploration and analysis of large quantities of data 

in order to discover meaningful patterns and rules”. (Berry, Linoff, 2004) The figure 5 

clarifies the stages involved in the constant search for more processed information. 
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Figure 5: Evolution in the quest for information (Lejeune, 2001) 

 

      Talking about the e-commerce (electronic transactions) and Data Mining there is 

the English term “Web Data Mining”. Web Data Mining is a technique developed 

because of the large amount of data on the Web environment so as useful information 

to be extracted from perplexed Web documents and Web sites. (Hongjiu, 2013)  

 

The data mining can be used in the section of churn management. More specifically, it 

can be used to perform analysis about identifying valuable customers, preventing 

future actions and predicting even which customers are likely to switch bank (churn). 

 

2.3.2  Data Mining and RFM analysis 

 

Data warehouse tool supplies a customer database to us enabling us to deal with the 

data based on not only static but also dynamic features. RFM (recency, frequency and 

monetary) values have been utilized for many years to segment clients and identify 

the above categories of clients. (Lejeune, 2001) RFM analysis is a data mining model, 

maybe the most frequently adopted technique for segmentation that differentiates the 

clients by three variables·  

1) Recency of purchases, which is the time period between the last transaction 

and present (as present we could assume any predefined date).  

2) Frequency of purchases, which refers to the different number of transactions in 

a specific period and  

3) Monetary which refers to the monetary value of the transactions in the above 

specific period.  
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Αs one could easily understand ,the smaller recency (it is more likely for client to 

repeat a purchase) ,the bigger frequency (it is more likely for client to purchase 

repeatedly) and the bigger monetary (it is more likely for client to contribute to 

profits) , the better clients are and more suitable for being brand advocates. It is being 

referred that the recency is the most important attribute among the three ones. 

(Mohammadian, Makhani, 2016) After defining the number of classes and assigning 

numeric labels from 1 to n where n is the number of classes to every client based on 

the significance (usually 1 is the best value whereas n is the worst) , then all of clients 

are presented by an arithmetic score which may be the concatenation of the individual 

RFM score numbers or the sum of them. For example, if we want to divide a customer 

base to four classes and we assume that one (1) is the highest value whereas the 4 is 

the worst, then a customer who has the score 111 is translated as a client who has 

purchased recently, is a frequent client and spends a lot of money. (PUTLER, 2019)  

 

2.3.3  Data Mining and Clustering 

 

Clustering or Cluster analysis is a Data mining method which divides a set of 

instances into groups without having a prior knowledge about the class 

labels(unsupervised learning method). With the use of clustering, analysts try to 

discover meaningful groups (clusters) which characterize the data in the best possible 

way. Optimal division is identified this one in which the data points within the same 

group are more similar to one another (maximization of intraclass similarity) and 

dissimilar to the data points in other groups (minimization of interclass similarity). 

(Han, Kamber, Pei, 2012) In other words the cluster analysis relies on the similarity 

and dissimilarity between unlabeled data points. (Priy, 2019) Because of the fact that 

there are no class labels, there are no criteria for characterizing a clustering as “good” 

and it depends on the analyst. The latter is the one who will decide if the clustering 

satisfies his needs. The figure 6 illustrates the role of clustering. 
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Figure 6: Before and after Clustering (Yoseph, Malim, AlMalaily, 2019) 

 

There are enough clustering methods. To begin with, Density-Based Methods, as the 

name indicates itself, this method relies on the density of the space. It detects regions 

where data points are concentrated and separated by regions that are sparse or contain 

nothing. Some algorithms included in this category are DBSCAN, HDBSCAN, 

OPTICS etc. To continue, Hierarchical Based Methods, as the name indicates, is a 

clustering method which relies on the hierarchy. It creates a structure which has the 

type of tree and can be visualized using dendrograms. It assumes that each data point 

is a separate cluster, and repeatedly diagnoses the two clusters which have the closest 

distance between them and merge them. This procedure stops when all clusters have 

been merged together. (Bock, 2019) Some algorithms included in this category are 

CURE, BIRCH, DIANA etc. Anοther clustering method and the most common is 

Partioning Methods. This data mining clustering method forms k partitions of the data 

objects and each partition is assumed one cluster. Then, the former evaluates them, 

using some criterion for example minimizing the sum of square errors. (SlideShare, 

2015) Some algorithms included in this category are K-Means, K-medoids, Clara etc. 

(SlideShare, 2015) Finally, there are Grid-based Methods. In this method the object 

space is quantized into a finite number of cells forming a grid structure. It is not very 

usual method but it is enough fast. Some algorithms included in this category are 

STING, WAVE CLUSTER, CLIQUE etc. (Priy, 2019) 
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2.3.4  Data Mining and Classification 

 

 

Classification is another data mining task which allows customer segmentation. Here, 

the data instances are placed to predefined groups. This method handles data points 

with labeled response (whose categories are known) and tries to categorize unseen 

data points to existed set of groups. The classification method is a two-step procedure 

comprised the training phase, where the algorithm learns the input data and their 

behavior so as to be able to predict the class labels for the test set (unseen data) and 

ultimately its validity to be evaluated (classification phase). In the training phase, the 

data set is divided (split) into two parts (train, test) or three parts (train, development, 

test). The performance of chosen classifier is evaluated on the test set where all the 

labels are hidden. If the classifier assigned the test data instances correctly to a greater 

extent, then we could assume that this specific classifier is suitable for this case else 

we should choose another one. (GeeksforGeeks, 2019) The figure 7 illustrates the 

binary classification (binary means that there are only two (2) labels-classes).  

 

 

 

 

 

 

                           

 

Figure 7: Binary classification (Lucidworks, 2019) 

 

 

 

There are two considerable types of classifiers: The Discriminative classifiers and the 

Generative ones. The Discriminative classifiers try to assign each data point to just 

one class depending on the observed data towards. As a result, the assumptions for 

this type of classifiers are few. In the discriminative classifiers the quality of the data 

plays a key role. Some discriminative classifiers are the Logistic Regression , the 
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KNN (K-nearest Neighbour), Support Vector machines, Balanced Random Forest   

etc. (Joshi, 2018) On the contrast, the Generative classifiers focusing on a 

probabilistic description of the data, attempt to learn the model that generates the data 

behind the scenes estimating the distribution of the data and their assumptions.  

(Chioka, 2014) Some generative classifiers are Naïve Bayes, Gaussian Mixture 

Model, Bayesian networks etc. (Joshi, 2018) It should be marked that in the case we 

have a lot of data (as it is usual) discriminative classifiers perform better than the 

generative ones. (Chioka, 2014)  

 

2.3.5 Another approach  

 

There is another approach for dealing with the churn management without being a 

data mining tool. Indeed, it is a completely model free approach and uses only some 

simple data processing. It is an approach using the Empirical Cumulative Distribution 

Function (ECDF) and a threshold. This model studies the “usual” client behavior (for 

example what it goes nine times out of ten) and based on this situation, if a customer 

surpasses his atomic threshold ,then this behavior characterized as irregular-

anomalous. For this method it should be calculated the distribution of time between 

the purchases-transactions and more specific the number of days between consecutive 

transactions. After computing the ECDF, the analysts define an action level such as 

ninety-five percent (95%) or ninety percent (90%) as a threshold for discriminating 

the regular from irregular behavior. (Forecast Analytics, 2019) The figure 8 illustrates 

in short the approach with the use of ECDF and with action level – threshold 95% for 

a sample of 20 clients. 
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Figure 8: Example of ECDF distribution for a sample of 20 clients and action level 

95% (Forecast Analytics, 2019) 
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Chapter 3 – Strategy methodology 
 

 

Progress of the research 

 

This chapter describes the approximate development – progress of my project. Guide 

for the construction of my research was the research questions that arised from the 

theme of the project, the churn. Base for the project before any action was the deep 

understanding of the project problem and then a creation of a theoretical plan about 

how we would work. After the completion of this step the practical process began. 

The first step was the data collection which involved data process and data selection 

so as to extract the final appropriate features and then the storage-extraction of them 

to csv files. After that, it followed the phase of data preprocessing and then the data 

transformation phase. Following through the previous tasks, the section of data 

mining took action (RFD analysis and clustering). Continuously, through 

visualization the interpretation - evaluation phase was achieved for the clustering. 

Afterwards, the data mining step was used again for the classification phase this time. 

Finally, as before, the practical part ended with the explanation of the results and the 

evaluation of them. The figure 9 illustrates   graphically the research progress of my 

project. 
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Figure 9: Research progress 

 

 

3.1 Deep understanding 
 

One of the most important and basic parts of a research is the deep understanding of 

the problem that should be dealt with and the form of a general theoretical plan. Due 

to the fact that there was no information for existed churners, we had to think how we 

could extract supposedly labels (churners/ no churners), in other words with which 

criterion someone should be targeted as “churner”. After that, we would have to apply 

some classification algorithms so as to predict the required probability, the probability 

that a customer will cease his relationship with NBG within a month.  
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3.2 Form of a general plan 
 

Every research requires the creation of a theoretical plan. For the procedure of 

extracting the labels we divided the time period of two years in two parts, the 

observation period and the lead period. The observation period was the period that we 

observed-studied the behavior-habits of clients so as to segment - categorize them to 

groups-clusters. On the other side, the lead period which succeeds the observation 

one, was the period in which we checked if there was existed any anomaly in users’ 

behavior based on their historical background. In other words, if there was a different 

pattern in customers’ habits. If the answer was positive then the specific user would 

be characterized as churner otherwise as no churner. Our first basic problem was how 

long this lead period-window would be. At first we thought that the lead period would 

be two months, so we divided the two years period to twenty-two (22) months as 

observation period and two (2) months as lead period. However the data results were 

unsatisfactory and showed us that we had to assume a longer space. So we assumed a 

four months (4) window for lead period and twenty (20) months as observation 

period. The results were adequate. As far as the second main problem is concerned, 

the criterion for the labels, our first thought was to check for each user if he/she made 

at least one transaction in the lead period. However, this approach was abandoned due 

to the fact that there are different types of customers. There are the good customers 

who have frequent contact with the bank and these who have rare contact. For 

example for a user who gets to the NBG system every month, never getting into the 

system in the lead period means that he “should” be characterized as churner whereas 

for a user who visits the NBG system once every five or six months, never getting 

into the system in the lead period means that he “should not” be characterized as 

churner. As a result, the scenario of getting to the internet banking at least once was 

not sufficient. On this point we relied on so as to implement clustering, that is to say, 

so as to segment the clients. For this reason we thought to use the variable – feature 

“max_dist” as the motivating power for targeting the clients. Having separated the 

clients, based on their habits, on the observation period, to groups-clusters, each 

cluster would have its own representative number as far the ‘max_dist’ is concerned. 

(To be reminded, the feature “max_dist” symbolizes the max duration between two 

consecutive transactions of each user).  So, having extracted this characteristic 
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number, the next move was to double this number and compare it with the max_dist 

of each user in the lead period. If the max_dist of a user in the lead period was bigger 

than double of the cluster’s max_dist in which the specific user belongs to, then this 

client would be targeted as “churner” otherwise as “no churner”. In this way we 

actually observe if there was a different pattern in users’ behavior. With a few words 

each cluster would have its own individual groups as would be right.            

 

3.3 Data Collection (Selection, Process, Extraction)  

 

 

The data that utilized in my research-project, was web transactions of clients of 

National Bank of Greece and more specific web transactions with the NBG internet 

banking for a period of two (2) years from 01/08/2017 to 31/07/2019. With the term 

“web transactions” we mean any interaction of the client using any electronic device 

(personal computer, mobile etc.) through any channel (NBG internet banking, I-bank 

Pay app, I-bank pass, etc.).  Some web transactions of a user might be the checking 

account, monetary transactions, updating information about the account, secure 

transactions, deposits, card payments even a simple login. The total number of clients 

was 4.645.949.  

       The whole project’s data engineering workflow was completed on an NBG’s Big 

Data cluster operating on Hadoop. Apart from the underlying Hadoop Distributed File 

System (HDFS) over which the cluster operates, the broader Hadoop Ecosystem 

provides a suite of various services needed to solve big data problems. Since Cloudera 

is NBG’s platform distribution of choice for Hadoop, our working environment was 

accessed using HUE, a web-based interactive editor provided by Cloudera for 

browsing, querying and visualizing data. Through HUE, the underlying data was 

queried using Impala, a distributed SQL query engine for Hadoop. 

        Among various data types there was a variable called “error_text_data” which 

contained “NULL” or “Response is null!” when there was successful transaction and 

text of type json otherwise. From the countless clients we excluded the ones who had 

unsuccessful transactions and those who had empty name. The volume οf the data was 

such that it was vital to use the command ‘group by’ in every query so that they can 

be loaded into memory. Utilizing the variables of the given tables and based on the 
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RFD analysis (a modified version of RFM analysis, but instead of the characteristic 

monetary in place it has the characteristic duration (Wikipedia, 2019), we built the 

needed and targeted features. Ultimately, we extracted the required data to csv files 

with the following variables: (the interpretation of them will be set out in the chapter 

4 in the main analysis and results):  

➢ client_username 

➢ countt 

➢ recency 

➢ frequency 

➢ max_dist 

➢ average_trans_dur 

➢ diff_maxd_mind_days 

➢ start_trans_end_data 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 10: Feature Engineering 
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3.4 Data Pre-Processing 

 

Due to the fact that the working data-features was produced and processed by the user 

itself (us) we did not face any missing values. However in both phases (clustering and 

classification) we had to deal with noisy data. Generally, there are various types of 

noise while working in data science which could garble models’ performance, some 

of which are noise as an item, as a feature, as a record or noise in unsupervised 

methods. (Rathi, 2018) In our case, firstly, we had to ‘fight’ with the case of noise as 

an item and more specific, with the outliers. An outlier is an instance-data point which 

lies a peculiar distance from the majority of the data points in a population. (Nist 

Sematech, 2018) The figure 11 gives a schematic representation of outliers. 

 

 

 

 

   

 

                          

Figure 11: Outliers (Rathi, 2018) 

 

The detection of outliers accomplished with the use of a visualization tool, the box 

plots. A box plot is an effective graphical way for describing the behavior of the data 

which uses the IQR method (interquartile range). (Nist Sematech, 2018, Sharma,  

2018) A box plot, as its name says, draws a box between the upper (75th percentiles) 

(Q3) and lower (25th percentile) (Q1) quartiles and a vertical line across the box 

representing the median of the data. According to the Wikipedia definition, the IQR 

method also called as H-spread, is a measure of variability as measuring the statistical 

dispersion and is equal to the difference between the above percentiles (IQR =Q3-

Q1). (Wikipedia, 2019) The data points that we are interested in are bounded between 

an area from Q1 - 1.5 * IQR to Q3 + 1.5 * IQR and every single point which lies 

outside this range is concerned as “outlier”. The IQR defines somewhat a threshold in 

order to recognize the outliers. (Sharma, 2018) The figure 12 illustrates the detection 

of outliers using box plots. 
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Figure 12: Detection of outliers using boxplots and IQR  

 

The removal of outliers was held calculating the IQR score for each feature and then 

after this filtering, we kept the well founded values. (Sharma, 2018)   

         The next noise that we faced (in classification) was the noise as a feature. This 

type of noise occurs when one or more features are very highly or highly correlated 

with the target variable in the dataset and do not offer some additional information for 

our machine learning models. (Rathi, 2018) The method that used for the “feature 

selection” was the stepwise and in particular with the direction of both backward and 

forward for a more optimal result. The stepwise method or stepwise regression is a 

method which iteratively adds or\and removes the features-variables (called 

predictors) aiming to find a subset with the best predictors, i.e. the variables that 

contribute to the best performance of the model. The three types of the stepwise 

regression are the following: 

➢ Forward selection  

➢ Backward selection or backward elimination  

➢ Stepwise selection or both forward and backward selection 

The forward selection starts with an empty subset (no predictors) and gradually adds 

the most important features. This is an iterative procedure which stops until there is 

no longer statistically significant advance. On the other side, the backward selection is 

an iterative procedure too but it starts with the full model and gradually removes the 

least important features until it creates a subset where all predictors are statistically 

significant. Finally, the stepwise selection moves in both directions (forward and 

backward). It starts with the forward selection, but in every step where a new 
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predictor is added in the model, the backward procedure is activated and removes any 

feature that no longer contributes to the model’s improvement. (STHDA, 2018) The 

figure 13 illustrates the procedure of feature selection.  

 

 

 

 

 

Figure 13: Feature selection (Rathi, 2018) 

 

3.5 Data Mining (Clustering) 
 

The data mining phase participated two times in our research project; once in 

clustering time and once in classification time. In this phase, in clustering, the 

customers were clustered based on their behavioral related to RFM analysis features. 

The algorithm that utilized for the clustering of client data base was the Expectation- 

Maximization (E-M) and more specific the K-means (Partioning method of 

unsupervised learning methods). (Github, 2018) K-means assumes to be the most 

common application of E-M algorithm for separating and characterizing data without 

knowing the classes in prior because it offers a lot of advantages. First of all, it offers 

a meaningful intuition of the data’ structure. It is simple and easy to be implemented 

as it requires only one parameter (the number of clusters k) and it is very fast and can 

be used for large data sets (something that many other algorithms do not have).  K 

means receiving a single parameter k which can be tuned, if the user gives a range of 

values for it, designates the number of clusters in which the user wants to group the 

data. The algorithm starts initializing k random points, called the “centroids” in the 

data space, with dimensions as many as the features’ dimensions are. (DATA STUFF, 

2019) The centroids or else “cluster centers”, is the arithmetic mean of all the data 

observations belonging to the cluster. (Github, 2018) Afterwards, the K means assigns 

each data point to the cluster that is closest to it (“Expectation step” or “E-step”), 

reforms the centroids based on the point that lies on the average of those that have 

been assigned to each cluster(“Maximization step” or “M-step”) and repeats the above 

steps until it converges. (DATA STUFF, 2019) The final aim is each data point being 
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closer to its own cluster center than to this of the other clusters. An advantage of K 

Means is that at least in the simple case the algorithm categorizes the data points to 

clusters in such a way that the human eye would separate them too. (Github, 2018) 

The figure 14 illustrates the K-means clustering. 

 

 

 

 

 

 

 

  

Figure 14: K-means clustering (Lucidwords, 2019) 

 

        K means as other clustering algorithms too, uses measurements based on 

distance so as to define the similarity between the data observations that takes as 

input. It uses Euclidean distance from data points to a centroid and more general the 

pairwise Euclidean distance between the data observations as the sum of squared 

deviations from the cluster centers is equivalent with the sum of pairwise  squared 

Euclidean distances divided by the number of data points. (StackExchange, 2019) 

Finally, because of the above fact, it is strongly recommended to scale the data and 

more specific to standardize them so as the values lie in the same range of values. 

With the term standardization we mean that we want the values have mean equal to 

zero (mean = 0) and variance equal to one (variance = 1). Generally, the formula for 

standardizing data which have mean value as mean and standard deviation as std_dev 

is [(X - mean) / std_dev]. The goal of standardization is to make the features 

comparable. Finally, before the scaled data being added to the algorithm, they need to 

be transformed to a set of vectors as we did. (Dabbura, 2018)  

    Nevertheless, K means has some drawbacks. First of all, the choice of k or the 

choice of the range of k can affect the result. In addition, it assumes that the assigned 

data points in each cluster are located within a sphere around the cluster centroid. As a 
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result, in the case of elongated groups, the K-means will fail. Finally, K –means is 

affected by outliers and noisy data. (Yse, 2019) 

 

3.6 Evaluation – Interpretation 
 

In supervised learning, since we have predefined classes (“target” variable) we have 

the ability to assure or not if the selected model performs well or not on the specific 

data. Antithetically, in unsupervised learning (clustering) we have not stable and 

strong evaluation metric so as to evaluate the output results. However there are two 

well-known ways- metrics that could give us some intuition about the optimal number 

of clusters. The first method is the Elbow method and the second is the Silhouette 

analysis. The Elbow method uses as criterion the sum of squared distance (SSE) 

between data points and their clusters’ centers which they are assigned into. (Dabbura, 

2018) The detailed procedure is the following according to the Wikipedia: The 

algorithm calculates the distance from each observation to its centroid, the final 

centroid in each cluster, takes the square of that error and sums it up for the entire 

dataset. (Wikipedia, 2019)  The “optimal” number of clusters (optimal k value) is the 

spot at which an increase of k will lead to a small decrease in the SSE while a 

reduction of k will lead to an abrupt change (increase) of the SSE.  Graphically, we 

could say that the optimal number of clusters is that spot where an elbow is created, 

known as “elbow point”. (Yse, 2019) From this feature the method itself got its name. 

Τhe figure 15 illustrates an example where the optimal number of clusters using the 

Elbow method is k =  3 .  

  

 

 

 

 

 

 

 

Figure 15: Elbow method (Yse, 2019) 
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The second method for evaluation is the Silhouette Analysis. Silhouette analysis could 

be used to examine degree of separation distance between the resulting clusters. In 

other words, it studies how close each data instance in one cluster is to data instances 

in the neighboring clusters. (Scikit-Learn, 2019) The Silhouette analysis computes the 

following coefficient: 
max( , )

i i

i i

a b

a b

−
 where ia is the average distance of each data point 

i to all data points in the closest neighboring cluster and ib  is the average distance of 

the specific data point to all data points in the same cluster. The required coefficient 

can take values from -1 to +1. If the coefficient is equal to zero (0) ( ia =  ib ) that 

means that the data instance is very close to the nearby cluster. If the coefficient is 

equal to negative one (-1), that means that the data instance is assigned to a wrong 

cluster. Finally, if the coefficient is equal to positive one (+1) this means that the data 

instance is assigned to the right cluster and it is quite far from the neighboring 

clusters. As a result, we assume as “optimal” number of clusters the spot where the 

Silhouette score is the higher and closer to the unit (+1). (Dabbura, 2018) The figure 

16 illustrates an example where the optimal number of clusters using the Silhouette 

analysis is k = 4.   

 

 

 

 

 

 

 

 

Figure 16: Silhouette analysis (Vora, 2019) 
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3.7 Visualization 

 

After clustering the visualization section followed. One of the biggest problems 

nowadays due to the existence of big data is the ability to visualize the high number of 

dimensions of data. This ability is very important because an image offers to the 

people, as visual creatures, a better understanding of the problem. A graphically 

representation reduces the time within a human brain needs to receive the message.   

Therefore, it is vital for the analysts to be able to explore visually the data. For this 

purpose, there are some methods known as dimensionality reduction such as PCA and 

t-SNE. In our project the technique that was utilized was PCA (Principal Component 

Analysis). PCA tries to retain the minimum number of features (components) with the 

most information (maximum variance) using the correlation between some 

dimensions. (Derksen, 2016) The PCA is affected by scale, as K-means does the 

same. For example, in the case of not scaling the features, let us think that we have 

two components, e.g. the human weight and the human height. The feature weight has 

bigger variance in values than the feature height, because of their natural range of 

values. So, PCA may decide that the direction of max variance is closer to the axis 

concerning the variable weight so, a change in weight would be thought more 

significant than a change as far as the height is concerned which is clearly wrong. 

(Scikit-Learn, 2019) As a result, it is strongly recommended for users to scale-

standardize the features in the data before applying PCA. This requirement is 

significant because it offers an optimal performance in many machines learning 

models. (Galarnyk, 2017) 

 

3.8 Data Mining (Classification) 
 

The second time that data mining is appeared is in the classification phase. After 

extracting the labels of churner and no churner to the clients we implemented 

classification algorithms. The first “work” was to split the data to train, development 

and test set. The algorithms that were used were both discriminative and generative 

and in particular, the logistic regression was used, the Random forests (but 

unfortunately with no success due to the large number of data) and finally the Naïve 

Bayes.  
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       Logistic regression in general, is used to predict which class a data instance 

belongs and is used when the “target” variable, dependent variable is categorical. 

(Swaminathan, 2018) Logistic regression belongs to a family, named Generalized 

Linear Model (GLM), an extension of the linear regression models.  Other equivalent 

synonyms are binary logistic regression, binomial logistic regression or logit model.  

The logistic regression predicts the probability a data point observation belongs to one 

of the two classes, so does not give directly the class of data instances. The user has to 

decide the threshold probability which separates the two classes. The default value is 

p = 0.5. However, in reality the user should consider the particularities of the project. 

(STHDA, 2018) There are the following types of logistic regression: 

➢ Simple logistic regression, where there is the dependent variable and one                   

independent variable and 

➢  Multiple logistic regression, where there is the dependent variable and at 

least two independent variables (STHDA, 2018) 

 

The figure 17 illustrates the Logistic Regression. 

 

 

 

Figure 17: Logistic Regression (Lucidwords, 2019) 

 

       The Random forest classifier as its name states, consists of a forest, a large 

number of individual decision trees that work as one entity-ensemble. This classifier 

relies on the power of the majority. More specific, each of the generated independent 

members-tree in the random forest takes a different subset of the data features and 

gives a class prediction. (Global Software Support, 2019) Then, the class that has 

been voted by the majority of the trees becomes the requested model’s prediction. A 
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strong advantage of this method is that members’ individual errors are fallen through 

the net because although some trees might give wrong predictions, there is a group of 

other trees that will be right. As a result the predicted result will move to the right-

correct direction. (Yiu, 2019) A drawback of this algorithm is that requires enough 

memory so as to be implemented. Unfortunately it did not work with our data on 

account of limited computer memory. The figure 18 illustrates an example of the 

Random Forest operation where the final predicted class is the class C.  

 

 

 

 

 

 

 

 

 

 

 

  

Figure 18: Random Forest (Global Software Support, 2019) 

 

          The last classifier that was used was Naïve Bayes classifier. Naïve Bayes as its 

name states is based on the Bayes theorem, so it is a probabilistic supervised machine 

learning model. The main assumption that Naïve Bayes classifier uses is that the 

predictors are independent, something that constitutes the main disadvantage of this 

classifier. (Gandhi, 2018) The Bayes theorem with mathematical terms is the 

following:  1
1

1

( | ) ... ( | ) ( )
( | ,.., )

( ) ... ( )

n
n

n

P x y P x y P y
P y x x

P x P x

  
=


   where 1x ,..., nx  are the 

features-predictors and  y is the target variable. In our project the variable y has only 

two outcomes, 0 or 1 where the number zero (0) represents the non-churners while the 

number one (1) matches with the churners. The aim of Naïve Bayes is to find the class 

y so that the probability 1( ) ( | )n

i iP y P x y=   is maximized. . Two of the most 

important advantages of the Naïve Bayes are that it is easy and fast to be 
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implemented. However, the problem of dependence of the predictors which exists in 

real life makes this classifier weak. (Gandhi, 2018) 

       Having the train set, the development (dev) set and the test set at our disposal we 

fit in each classifier our models. We trained them using the training data, (train set) 

and we studied their performance on the dev set. The aim of the whole procedure was 

not only to predict the required probability, but also to see-examine between the two 

utilized classifiers which of them performs better and ultimately to “investigate-

assess” the theory that discriminative classifiers have better performance than the 

generative ones on large datasets. After resulting in the “best” classifier, we applied it 

on the test set. The following figure 19 illustrates the Naïve Bayes classifier:                        

 

 

  

Figure 19: Naive Bayes classifier (ThatWare, 2019) 

 

3.9 Evaluation – Interpretation 

 

 

The predicted classes that a classifier gives after the classification operation usually 

called as estimated labels. A usual measure for evaluating the performance of a 

classifier, i.e. how well it achieved to identify the correct classes, is the accuracy. 

However, this metric can be very misleading in the case for example of imbalanced 

data. (Boyle, 2019) Some more representative metrics are the precision, recall, f1 

score, the confusion matrix, the adjusted rand index (ARI), etc. In our research the 

tools that utilized were the f1 score, the confusion matrix, the ARI and the pseudo R 

squared. To be more understandable these metrics let us see the below table (figure 

20) which called confusion matrix. 
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Figure 20: Confusion matrix 

 

where:     ΤΡ = True positive,   

                TN = True Negative, 

                FP = False Positive,  

                FN = False Negative      

 

Having the above confusion matrix at our disposal, we have the followings:   

➢ Accuracy = 
TP TN

TP TN FP FN

+

+ + +
        (Wikipedia, 2019)   

 

 

  ➢ Precision =    

 

➢ Recall =   

   

 

➢ F1 score =      

 

       F1 score is the harmonic mean of the precision and recall and it is a better metric 

for evaluation than studying the precision and recall separately as it seeks a balance 

between them. A strong evidence for using F1 score is the existence of an uneven 

class distribution in the data, something that we had in our research project. (Shung, 

2018) 

        Adjusted rand index (ARI) is a metric that takes values from zero (0) to one (1). 

The value 0 matches with the case of a random partition whereas the value 1 matches 

with the case of perfect agreement between the predicted values and the true ones. As 
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a result, the closer the unit to this value, the better the algorithm performs. (MixGHD 

documentation, 2019) 

        Finally the McFadden's pseudo R squared (which is applied in logistic regression 

models) is a statistical tool that studies the goodness of fit for these models. 

McFadden's R squared is defined as 
log( )

1
log( )

c

null

L

L
−  where log(Lc) is the log 

likelihood value for the fitted model and log(Lnull) is the log likelihood for the null 

model which includes only an intercept as predictor (so that every individual is 

predicted the same probability of 'success'). In particular, in case of glm the above 

type is equivalent with the type 1 - (Residual Deviance/ Null Deviance). (Bartlett, 15) 

The range of values of the McFadden's pseudo R squared is (0, 1). Values ranging 

from 0.2 to 0.4 indicate very good model fit. In case that McFadden's R squared is 

close to 1, indicates very good predictive ability whereas values close to 0 indicate no 

predictive ability. 
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Chapter 4 – Main analysis and Results 
 

 

4.1 Introduction 

 

    Before analyzing the whole procedure of our research should be mentioned some 

general things.  

   The whole research implemented on a personal computer with the following 

characteristics: 

        Processor: Intel ® Core ™ i7-7500U CPU @ 2.70GHz 2.90 GHz 

        RAM:  8,00 GB (7,87 GB is the possible use) 

        System Type: Operating system 64 bit, processor of technology x64 

    

      The operating systems that were used were Ubuntu and Windows. At Ubuntu we 

used Jupyter notebook, a software in which we created-started a spark session and 

connected Python 3 with it (Pyspark). As far as the Windows software is concerned, 

we used Anaconda Jupyter notebook and the programming language that was used 

was Python 3. In addition, RStudio was used, an integrated development environment 

(IDE) for R, a programming language for statistical computing and graphics. 

(Wikipedia, 2019) 

 

4.2 Main Analysis 

  

4.2.1 Variables and interpretation  

 

      After executing the appropriate queries on the Hue (illustratively, the code for the 

total period of two years is presented in chapter 7 appendings), removing clients who 

had null names and keeping those who had successful transactions with the internet 

banking of NBG, we stored the data and extracted it to a csv file with title 

(‘"churn_results_3_merged.csv”) .This csv fie concerned the whole data with dates 

from 01/08/2017 until 31/07/2019 and had the following variables (figure 21): 

https://en.wikipedia.org/wiki/Integrated_development_environment
https://en.wikipedia.org/wiki/R_(programming_language)
https://en.wikipedia.org/wiki/Programming_language
https://en.wikipedia.org/wiki/Statistical_computing
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Figure 21: Data variables 

 

4.2.2  The whole dataset (2 years ) 

 

Using the Jupyter notebook on Ubuntu software and after importing the appropriate 

libraries, we read in spark the csv file with the whole two years data. The created 

Pyspark data frame with tittle ‘ibanknew’ had the following form (figure 22): 

 

 

 

 

 

 

 

 

 

 

Figure 22: ibanknew spark data frame 



  

46 
 

 

Defining a function ‘count_results’ we checked if the count results are the same (in 

each column) in the spark dataframe, in other words, if there are null-missing values 

as we can see below(figure 23):  

Figure 23: Function count_results 

 

Fortunately, as we could see in the figure 23, we did not face any null values. In 

addition, from the figure 23 it seems that the total number of rows is 4.645.949. To 

assess the number of (different) clients too, in order to be sure that there are no 

duplicates, we executed the following command (figure 24): 

 

Figure 24: Number of distinct clients 

 

Before starting the analysis we had to examine how many clients we are going to take 

into account because some of them did their "first" transaction close to the end date of 

data collection (31/07/2019). As a result there is not enough time to study their 

behavior in such a short period so as to come to a conclusion for their pattern. The 

main question was how far back in time we have to go so as to drop these specific 

clients?  An approach was to see the distribution of the parameter 

'start_trans_end_data' and some statistical metrics for all clients and make 

assumptions. Plotting a histogram for the variable ‘start_trans_end_data’ we got the 

following results (figure 25): 
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Figure 25: Plot of the variable start_trans_end_data (2 years data) 

 

At a glance we could say that the right part (mainly) and a little the left part of the 

graph have a great deal of weight of clients. There are many clients (over 1.000.000 ) 

who did their first transaction approximately 650 days before the end date of 

collection data (31/07/2019) and over and a sufficient amount of clients 

(approximately 700.000 clients) who did their respective one close to the collection 

end date (approximately the last 2 months).   

Defining a function “describe_stats” for getting the statistical data for both features 

‘start_trans_end_data’ and ‘average_trans_dur’ we got the following results (figure 

26): 
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Figure 26: Statistical metrics for the variables ‘start_trans_end_data’ and 

‘average_trans_dur’ for the 2 years period 

 

      As far as the variable 'start_trans_end_data' is concerned ,someone could observe 

that there is at least one user that  firstly got to the internet NBG banking at the first 

date of collection data (01/08/2017) and at least one user that entered to the NBG 

system at the last date of collection data. (31/07/2019).  

      As far as the variable 'average_trans_dur' is concerned, the average-mean of 

average duration between two consecutive transactions of users is 15.13 and with one 

standard deviation goes to the 15.13+38.46 = 53,59 < 60 days ( = 2 months). This was 

the stimulus so as to take 2 months (60 days) as lead period-window. Now, we had to 

study the clients' behavior from the start date of collection until 2 months before the 

end collection date and run clustering for the clients in this period (observation period 

[01/08/2017, 31/05/2019]. Unfortunately, the results of the clustering showed us that 

the window of two months was not enough for our study and we had to take a larger 

time period. As a result, based on the above results and on some documentations 

(page 7) we considered a four month lead period. So, this plan was implemented then.    
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Due to the fact that we kept the last four months for lead period, it was immediate 

consequence to filter the data dropping the clients who got to the internet banking of 

NBG for first time within the period of the last four months. The new dataframe that 

was created had the new name “stendfilt”. The result of this procedure was the 

following (figure 27): 

 

 Figure 27: Data with removing the clients who got to the internet banking the 

last 4 months 

 

After this filtering, the number of customers reduced, so the new number of them was 

3.690.586 as we can see below (figure 28): 

  

Figure 28: Number of clients after removing those who had first transaction in the last 

four months 

 

In other words, for the studying period of two years, within the last four months, there 

were 955.363 clients that “firstly” entered to the internet banking of NBG.     
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Leaving this Pyspark dataframe “stendfilt” aside for a while, (we will use it again at 

the end of the clustering phase), we had to turn our attention to the period from 

01/08/2017 to 31/03/2019). Again, we had to execute the same query we executed 

before but this time for these specific dates. The new extracted csv file was called 

“churn_results_5_merged.csv”.  

 

4.2.3 20 months data (Observation period)  

 

4.2.3.1 Preprocessing 

 

After reading in spark the file, renaming the columns and rounding the column 

“average_trans_dur”, our spark dataframe, named “data1” had the following form 

(figure 29):  

 

     

 

 

 

 

 

 

Figure 29: data1 (until 4 months before) 

Computing the number of users (equivalent to number of rows) on this dataset we 

assessed that it is the same with the number of users in figure 28 as we can see below 

(figure 30): 

 Figure 30: Number of users in data1 

 

Owing to the fact that we had to study the behavior – pattern of the clients so as to do 

segmentation, we should have had at least two transactions for each client. As a result, 
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in this moment, we had to make a second assumption. We filtered the data and kept 

those clients who had frequency >= 2 creating the spark dataframe, called 

“freq_equp2”. The new number of customers was 1.858.803 as we could see below 

(figure 31): 

 

Figure 31: Number of clients of freq_equp2 

 

 We observed that there were 1.831.783 ~ 2.000.000 customers who had only one 

transaction in the studying period of 22 months, a large amount of clients, if we 

consider that the initial number was 3.690586. In other words, the 0,496 ~ 0,5 ~ 50% 

of the total clients made only one transaction in the studying period. 

 

After converting the Pyspark data frame “freq_equp2” to a pandas dataframe with the 

name “pd__freq_equp2”, we executed a scatter matrix for all the numeric variables of 

the data. The output was the following (figure 32): 
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 Figure 32: Scatter matrix 

 

 

The scatter_matrix () function helps in plotting the preceding figure. It takes as input 

(numeric) data and it has as output a square table with dims n * n where n = number 

of variables. In the diagonal graphs, where the variable is against itself, a histogram is 

plotted. From the above scatterplot we could see that there are many outliers in our 

dataset (e.g. in the plot between average_trans_dur and max_dist and in the plot 

between diff_maxd_mind_days and average_trans_dur). As a result, we exported the 

pandas dataframe (pd__freq_equp2) to a csv file with the name 

“outlierscheck4fromubuntu.csv ” so as to check for outliers on the windows anaconda 

Jupyter notebook.  
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      After importing again the appropriate libraries on windows Jupyter this time, we 

read the csv file as pandas data frame, called “dfclient_feat”. Selecting the numeric 

variables, we “searched” for outliers firstly with a visual way, using the boxplots (of 

seaborn library), so as to have a better immediate understanding of them and then 

applying the method of removing the outliers through IQR score. The boxplots 

assessed our intuition for the existence of outliers as someone could see in the 

following figures (figure 33):  
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Figure 33: Boxplots for outliers 

 

Observing the boxplots we could say that as far as the variables 

diff_maxd_mind_days and start_trans_end_data no outliers are detected.  

 

As far as the removing of outliers is concerned through IQR score, we computed the 

IQR score for each column as follows (figure 34): 

 

  

 

 

 

 

 

 

Figure 34: IQR score for numeric variables of the data 

As the theoretical background supports, we dropped any value that lied left from the 

Q1 - 1.5 * IQR value and right from the Q3 + 1.5 * IQR  and we kept the data 

instances that had the intermediate values. More specific, we firstly printed a pandas 

data frame analogous to our original data frame with the difference that except for the 

numeric values it had boolean ones (False\True). The Boolean value False indicated 

that the data point was in our desirable range of values whereas the boolean value 

True indicated that the data point was not (and by extension it should be removed). 

The figure 35 illustrates a sample of the above data frame: 
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Figure 35: IQR score Boolean table 

 

Comment: Observing the above table we could see for example that the client with 

username  “703369744085181870”     has an “anomaly” value as far as the variable 

max_dist since it has the value True in this sell.  

  

Having removed the outliers, we extracted the “cleaned” pandas dataframe 

(dfclient_feat_out) to a s csv file (dfclient_feat_out4) so as to be read then in Ubuntu 

jupyter notebook again. It should be mentioned that, using the IQR score method we 

found that there were 640.051 outliers since the new number of clients was 1.218.752 

as we can see in the figure 36 

 

 

Figure 36: Number of users without outliers 

 

After reading the csv file in Pyspark, we computed some statistic metrics for our new 

filtered data. In this point, we have to note that, because of the large size of data, it 
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was vital to divide the dataframe to parts and then apply the function for the statistics 

on each of these parts, because the kernel was shut down every time I was trying to 

run the function on the whole dataframe. After joining the individual parts, we finally 

got the statistic metrics for our dataset. Below are the utilized function (figure 37) and 

then the table (figure 38) with the statistic values of our data set:   

 

 

 

  

Figure 37: Function for statistics 
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Figure 38: Table for Statistics 
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4.2.3.2 Plots 

 

After computing some statistics for our dataset the next step was to make some plots 

for our numeric variables. Due to the fact that we had case in which one or a few 

points were much larger than the bulk of the data, it was necessary to take the log of 

the columns and especially the log (a+1) because there were values which were equal 

to zero (0) and the log (0) is not specified. So, we created the spark dataframe 

“freq_equp2_log” and we plot the log (variables +1). These plots are illustrated in the 

below figures (Each time, together with the plot with the original values is also the 

plot for the same variable but in the log scale so that they can be compared : 

 

 

 

 

 

 

 

 

 

Figure 39: Histograms for countt 

 

From the figure 39 (first plot) we could observe that the majority of the users’ 

transactions lies in the range of [1,500]. 
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Figure 40: Histograms for recency 

 

From the figure 40 (first graph) we could observe that the duration from the last 

transaction of users until 31/03/2019 mainly varies between values 0 - 25 days.  
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Figure 41: Histograms for frequency 

 

From the figure 41 (first plot) we could observe that the majority of the users 

connected to the NBG internet banking from one to 25 times.   
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Figure 42: Histograms for max_dist 

 

From the figure 42 (first graph) we could observe that after the 50 days there is a 

relatively uniform rate of reduction as far as the variable max_dist is concerned. In 

addition, the majority of the customers made its next consecutive transaction within 

50 days maximum.   
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Figure 43: Histograms for average_trans_dur 

 

 

Observing the first plot of the figure 43 we could say that the majority of the 

customers made its next consecutive transaction within 15 days in average and mainly 

within a week (7 days) in average.  
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Figure 44: Histograms for diff_maxd_mind_days 

 

 

As far as the diff_maxd_mind_days variable is concerned, we could say that there is a 

reverse path compared to the previous plots. Now, the majority is gathered on the 

right part of the graph. From the first plot we could say that the “active” period of 

users which is stated as the duration between the first and last transaction of each user 

is mainly between 550 to 600 days. 
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Figure 45: Histograms for start_trans_end_data 

 

 

Finally, as far as the variable ‘start_trans_end_data’ the majority of the data is 

gathered in the right side of the graph. Observing the first plot of the figure 45 we 

could say that the largest amount of the clients made its first transaction before 550 -

600 days from the 31/03/2019. This means that the majority of people we work with 

is clients of NBG over a year and a half.      
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4.2.3.3 Correlation 

 

 

After creating the plots, our next move was the clustering phase. One significant 

requirement before applying K-means algorithm is removing the variables that are 

very high correlated (use of spearman correlation - variables are continuous) because 

these variables don’t provide any additional independent information and the 

algorithm will give more weight in computing the distance between two points. For 

this reason, it is recommended for the analysts to eliminate one of the two variables 

from their analysis. The variable to be retained in the analysis should be usually 

selected based on its practical usefulness. As a result, a correlation matrix should had 

been constructed, which was done at windows jupyter notebook. Following is a table 

with the correlation values between variables – features (figure 46) and then the 

correlation matrix of them (figure 47).        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 46: Correlation table between the variables 
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Figure 47: Correlation matrix 

 

 

In the above correlation matrix (figure 47) the variables with bright red color are 

positively highly linearly correlated whereas the variables with bright blue color are 

negatively highly linearly correlated. In agreement with the previous correlated table, 

from correlation matrix we could see that there is a very strong positive correlation 

between the variables start_trans_end_data and diff_maxd_mind_days, between the 

countt and frequency and a mediocre strong correlation between the variables 

max_dist and average_trans_dur.    

 

Diff_maxd_mind_days was very highly correlated with start_trans_end_data (corr = 

0,95). But, due to the fact that start_trans_end_data was more important than the 

diff_maxd_mind_days for our project, we dropped the second one for all clustering 

phases.  
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4.2.3.4 Clustering 

 

 

For the clustering task there were executed four (4) approaches so as to run the K-

means algorithm and decide which of them satisfies best the distribution of our data. 

The library that was utilized for importing and running K-means was the 

“pyspark.ml”.  Before that, as we mentioned in chapter 3 (3.5 Data mining 

(clustering)), the features should be comparable so as the K-means be as impartial as 

possible and give as good a result as possible. For this reason, it was vital the role of 

standardization of the variables – features. Using the bellow function (figure 48) we 

standardized the chosen - candidate features each time in each approach.  

 

Figure 48: Function for standardizing spark features 

 

Afterwards, due to the fact that Spark ML requires the input features to be gathered in 

a single column of the dataframe, usually named features, (StackOverflow, 2017) we 

had to store all candidate features as an array of floats, and store this array as a 

column called "features" in each time. Since we did no longer need the original 

columns we filtered them out with a select statement choosing the columns we are 
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interested in. The method that used for assembling the data each time was the 

“VectorAssembler” from pyspark.ml.feature library. 

Now, let us lay the four utilizing approaches out. The first two approaches used the 

log data, whereas the last two ones used the initial data. It should be mentioned that 

the K-means starts its operation initializing randomly centroids so, it may-will 

converge to a different point each time. As a result, for each of the four approaches 

we ran K means many times (Indicatively 3 will be presented each time), changing 

the number in the argument “seed()” while fitting our model. 

 

4.2.3.4.1 1st approach  

 

(log features – no diff_maxd_mind_days) 

 

In the first approach the following log features were used: 

 'ln(countt+1)', 'ln(recency+1)', 'ln(frequency+1)', 'ln(max_dist+1)', 

'ln(average_trans_dur+1)' and  'ln(start_trans_end_data+1)'.  

Applying the elbow method and silhouette analysis we had the following outputs: 
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Figure 49: Elbow and Silhouette for seed =42 approach 1 log data 
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From the figure 49 (seed = 42) we could say that from the elbow the optimal number 

of clusters seems to be k = 3 or k = 4. From the silhouette analysis, the optimal 

number of clusters seems to be k = 3.     
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Figure 50: Elbow and Silhouette for seed = 650 approach 1 log data 

 

 

From the figure 50 (seed = 650) we could say that from the elbow the optimal number 

of clusters seems to be k = 3 or k = 4. From the silhouette analysis, the optimal 

number of clusters seems to be k = 3.  
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Figure 51: Elbow and Silhouette for seed = 10 approach 1 log data 

 

From the figure 51 (seed = 10) we could say that from the elbow the optimal number 

of clusters seems to be k = 3 or k = 4. From the silhouette analysis, the optimal 

number of clusters seems to be k = 3 

 

Considering all the above tests from Elbow and Silhouette we would say that k=3 is 

the optimal number of clusters.  The Elbow method proposed and the value k=4 

beside the k=3. 

 

• K=3   

 

As far as the k = 3, the best value for silhouette score achieved with seed = 10. So, we 

applied K-means with this specific seed and k=3. We computed the mean of all 

features for each prediction – type of cluster. The results were the following (figure 

52):      

  

 

 

 Figure 52: Descriptive elements in approach 1 and k =3 
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Observing the tables in figure 53 we could say that it seems that there are well 

separated clusters. 

 

• K=4 

 

For k=4 we implemented K-means with seed = 10 (it offered the smallest WSSE 

according to Elbow method) and although there were good enough separated clusters 

again, we did not accepted it due to the fact that silhouette score did not agree with it. 

The relevant results are the following (figure 53):    

 

 

Figure 53: Descriptive elements in approach 1 and k =4 

 

4.2.3.4.2 2nd approach  

 

log features – no diff_maxd_mind_days and countt 

  

Pearson corr (countt, frequency ) = 0.89 = high correlation => drop countt because 

frequency is more important . 

In the second approach the following log features were used:  

'ln(recency+1)', 'ln(frequency+1)', 'ln(max_dist+1)', 'ln(average_trans_dur+1)' and  

'ln(start_trans_end_data+1)'. Applying the elbow method and silhouette analysis we 

had the following outputs: 
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Figure 54: Elbow and Silhouette for seed =42 approach 2 log data 

 

From the figure 54 (seed = 42) we could say that from the elbow the optimal number 

of clusters seems to be k = 3. From the silhouette analysis, the optimal number of 

clusters seems to be k = 3. 
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Figure 55: Elbow and Silhouette for seed =500 approach 2 log data 



  

78 
 

 

From the figure 55 (seed = 500) we could say that from the elbow the optimal number 

of clusters seems to be k = 3 or k = 4. From the silhouette analysis, the optimal 

number of clusters seems to be k = 3. 
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Figure 56: Elbow and Silhouette for seed =10 approach 2 log data 

 

From the figure 56 (seed = 10) we could say that from the elbow the optimal number 

of clusters seems to be k = 3 or k = 4. From the silhouette analysis, the optimal 

number of clusters seems to be k = 3. 

 

Considering all the above tests from Elbow and Silhouette we would say that k=3 is 

the common optimal number of clusters.  The Elbow method proposed beside the k = 

3 and the value k=4 as a candidate optimal number of clusters. 
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• K=3   

 

As far as the k = 3, the best value for silhouette score achieved with seed = 500. So, 

we applied K-means with this specific seed and k=3 and we computed the mean of all 

features for each prediction – type of cluster. The results were the following (figure 

57): 

 

 

 

Figure 57: Descriptive elements in approach 2 and k =3 

 

Observing the tables in figure 57 we could say that it seems there are well separated 

clusters. 

 

• K=4   

 

For k=4 we implemented K-means with seed = 10 (it offered the smallest WSSE 

according to Elbow method) but although there were good enough separated clusters 

again, we did not accepted it due to the fact that silhouette score did not agree with it. 

The relevant results are the following (figure 58): 

 

 

 

 

 Figure 58: Descriptive elements in approach 2 and k =4 
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4.2.3.4.3 3rd approach 

 

initial features – no diff_maxd_mind_days 

 

In the third approach the following features were used: 

'countt', 'recency' ,'frequency', 'max_dist', 'average_trans_dur', 'start_trans_end_data' 

Applying the elbow method and silhouette analysis we had the following outputs: 
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Figure 59: Elbow and Silhouette for seed =42 approach 3 initial data 

 

From the figure 59 (seed = 42) we could say that from the elbow method the optimal 

number of clusters seems to be k = 3 or k=4 or k = 5. From the silhouette analysis, the 

optimal number of clusters seems to be k = 3 or k = 5. 
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Figure 60: Elbow and Silhouette for seed =346 approach 3 initial data 

 

From the figure 60 (seed = 346) we could say that from the elbow method the optimal 

number of clusters seems to be k = 3 or k = 5. From the silhouette analysis, the 

optimal number of clusters seems to be k = 3 or κ=4 or k = 5. 
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Figure 61: Elbow and Silhouette for seed = 12 approach 3 initial data 

 

 

From the figure 61 (seed = 12) we could say that from the elbow method the optimal 

number of clusters seems to be k = 3 or k=4 or k = 5. From the silhouette analysis, the 

optimal number of clusters seems to be k = 3 or k = 5. 
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Considering all the above tests from Elbow and Silhouette we would say that k=3 or k 

= 4 or k = 5 as candidate optimal number of clusters. Something that surprised us is 

that for seed = 346 appeared the value k = 4, something that did not happen in the 

other two values.    

 

• K=3   

 

As far as the k = 3, the best value for silhouette score achieved with seed = 42. So, we 

applied K-means with this specific seed and k=3 and we computed the mean of all 

features for each prediction – type of cluster. The results were the following (figure 

62): 

 

 

 

 

 

Figure 62: Descriptive elements in approach 3 and k =3 

 

Observing the tables in figure 62 we could say that it seems there are well separated 

clusters. 

 

•   K=4 

 

For k=4 we implemented K-means with seed = 346 but although there were good 

enough separated clusters again, we did not accepted it due to the fact that elbow 

method did not agree with it. The relevant results are the following (figure 63): 
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Figure 63: Descriptive elements in approach 3 and k =4 

 

•   K=5 

 

As far as the k = 5, the best value for silhouette score achieved with seed = 12. So, we 

applied K-means with this specific seed and k=5 and we computed the mean of all 

features for each prediction – type of cluster. The results were the following (figure 

64): 

 

 

 

 

 

Figure 64: Descriptive elements in approach 3 and k =5 

 

 

Observing the tables in figure 64 we could say that it seems there are no well 

separated clusters. 
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4.2.3.4.4 4th  approach 

 

initial features – no diff_maxd_mind_days and countt 

 

In the fourth approach the following features were used: 

'recency' ,'frequency', 'max_dist', 'average_trans_dur', 'start_trans_end_data' 

Applying the elbow method and silhouette analysis we had the following outputs: 
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Figure 65: Elbow and Silhouette for seed = 42 approach 4 initial data 

 

 

From the figure 65 (seed = 42) we could say that from the elbow method the optimal 

number of clusters seems to be k = 3 or k = 5. From the silhouette analysis, the 

optimal number of clusters seems to be k = 3 or k = 5. 
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Figure 66: Elbow and Silhouette for seed = 350 approach 4 initial data 

 

From the figure 66 (seed = 350) we could say that from the elbow method the optimal 

number of clusters seems to be k = 3 or k = 5. From the silhouette analysis, the 

optimal number of clusters seems to be k=3 or k = 4. 
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Figure 67: Elbow and Silhouette for seed = 13 approach 4 initial data 
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From the figure 67 (seed = 13) we could say that from the elbow method the optimal 

number of clusters seems to be k = 3 or k = 5. From the silhouette analysis, the 

optimal number of clusters seems to be k=3 or k = 5. 

 

Considering all the above tests from Elbow and Silhouette we would say that k=3 or k 

= 5 as candidate optimal number of clusters. Something that surprised us again is that 

for seed = 350 appeared the value k = 4, something that did not happen in the other 

two values. 

 

• K=3 

 

As far as the k = 3, the best value for silhouette score achieved with seed = 42. So, we 

applied K-means with this specific seed and k=3 and we computed the mean of all 

features for each prediction – type of cluster. The results were the following (figure 

68): 

 

 

 

 

 Figure 68: Descriptive elements in approach 4 and k =3 

 

Observing the tables in figure 68 we could say that it seems there are well separated 

clusters. 

 

•   K=4 

 

For k=4 we implemented K-means with seed = 350 but although there were good 

enough separated clusters again, we did not accepted it due to the fact that elbow 

method did not agree with it. The relevant results are the following (figure 69): 
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Figure 69: Descriptive elements in approach 4 and k =4 

 

• K=5 

 

As far as the k = 5, the best value for silhouette score achieved with seed = 42. So, we 

applied K-means with this specific seed and k=5 and we computed the mean of all 

features for each prediction – type of cluster. The results were the following (figure 

70): 

 

 

 

 

 

Figure 70: Descriptive elements in approach 4 and k =5 

 

Observing the tables in figure 70 we could say that it seems there are no well 

separated clusters. 
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4.2.3.5 Conclusions 

 

➢ From all the above tests, the conclusion is that for any number other than 3 the 

clustering has no "meaningful" clusters. As a result the optimal number of 

clusters is the k = 3. Even though k=3 is the optimal number of clusters, the 

decision which of all the approaches is the best "grouping" for the client base 

is difficult. In some variables, there is no an invisible separation of data into 

clusters because the values are very close to each other among the clusters. 

 

➢ So as to be able to decide which approach satisfies “best” the distribution of 

our features it was needed to calculate beside the mean of all features for each 

cluster and the standard deviation of them. In that way, we could see how 

much stable the mean values are, i.e. how close to the mean of the data set, on 

average, the data instances are. 

 

So, we have the following:   

 

 

1st approach k=3 
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 2nd approach k=3 

 

3rd approach   k=3 

 

 

4th approach   k=3 

 

 Figure 71: Summary of all approaches in clustering phase 
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       As we mentioned in our research strategy, we are interested for the variable 

max_dist, so it is the first variable that we looked if its values were good enough so as 

to continue with the procedure of extracting the labels.  

 

Observing the tables of figure 71 we saw that in the third and fourth approach the 

standard deviation of the variable max_dist has higher values than the respective one 

in the first two ones. This means that our data instances are farther away from the 

mean, on average. As result the optimal approach is hidden in the first two ones which 

concern the log data. An addition element that we took to consideration so as to reject 

the approaches 3 and 4 is that in the latter, for each cluster the result from the sum of 

avg (max_dist) + std (max_dist) overlaps the avg (max_dist) of someone else's 

cluster. More specific, in third approach, for the cluster 1 we have 

30,87 + 24,37 = 55,24 which overlaps the  40, 03 = avg(max_dist) of cluster 0 and in 

the fourth approach for the cluster 0 we have 29,93 + 24,35 = 54,28 which overlaps 

the 43,95 = avg(max_dist) of cluster 2.   

 

Μoreover, between the approaches 1 and 2, the approach 2 has lower values as far as 

the standard deviation of max_dist is concerned in comparison with the approach 1.   

 

Conclusion:  The “best” result is given by the approach 2. 

 

 

 

For the approach 2 in which we have log data and we have dropped the variables 

diff_maxd_mind_days and countt because of the high correlation the centroids for the 

clusters are the following (figure 72): 
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Figure 72: Centroids of clusters (approach 2, k=3) 

 

As someone could see in the figure 72, there are 6 columns. The columns with the 

prefix “original” (the last three) represent the original values of the centroids whereas 

the rest represent the “encoding” centroids. Due to the fact that we had standardized 

and log our data we had to transform (inverse standardization, inverse log (= exp)) the 

values so as to take the original ones. The formula for the inverse of standardization is 

the following:  

originate_value = standardised_value * std (column) + mean (column)    

 

 

Note: There is a misleading question about the feature importance and the centroids in 

the world of data science. Some analysts believe that the higher the value of a feature 

in the centroids, the more influence on the cluster or similar. For example, observing 

someone the figure 72 and more specific the value in the variable 

“start_trans_end_data” in the column “original_cluster_3” being the largest value 

from all the rest values in this column, they could assume that this feature has the 

greatest influence in the cluster 3.  This belief is clearly incorrect because it is just the 

location of the cluster centroid in the corresponding dimension. The range of the value 

does not have anything to do with the importance or influence of this attribute for the 

cluster (with the exception of tf-idf like features like in text clustering etc.). 

(RapidMiner, 2009) 
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4.2.3.6 Visualization of the best clustering 

 

 

        After finding the “best” clustering result, the next move was to visualize it. The 

visualization phase was implemented on windows jupyter notebook and with the use 

of PCA. The exported csv file with name “pd_pred2dok3fromubuntu.csv” renamed to 

“pred2dok3” on jupyter notebook.  

         It was important for us to scale - standardize the data (with the use of 

“StandardScaler()”of  sklearn) before the plotting because of the PCA‘s sensitivity to 

extreme values. 

 

       Executing the PCA transformation we got the following values for the percentage 

of explained variation per principal component (figure 73):   

 

 

 

Figure 73: Εxplained variation per principal component 

 

From the figure 73 it seems that the first component gathering the most variation 

explains the 50,45%  of the total variation of the data (the half of the data), the second 

the 28,1% and the third one the 10,885%.  

      

      Executing scatterplots for our data from seaborn and matplotlib libraries in two 

dimensions (2-D) and in three dimensions (3-D) respectively, we had the following 

results (figures 74 and figures 75): 
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Figure 74: 2-D Visualization 

 

 

Figure 75: 3-D Visualization 
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4.2.3.7 Some statistics about the clusters with the "optimal" k 

 

After the “best” clustering (approach 2) we computed some statistics for the features 

for each of the clusters and then we plotted the variable (max_dist) that we are 

interested in and then the rest of features as follows:  

 

• Cluster 0     ( 48,78% of the total data) 
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Figure 76: Cluster 0 
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• Cluster 1     ( 35,29% of the total data) 
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Figure 77: Cluster 1 
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• Cluster 2     ( 15,93% of the total data) 
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Figure 78: Cluster 2 
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4.2.3.7 Comments and interpretation 

 

 

Mean value (or average) and median are both statistical terms that play a somewhat 

similar role in understanding the central tendency of a set of statistical scores. Despite 

the fact that average has traditionally been more popular measure of a mid-point in a 

sample than the median, it has the drawback of not being a robust tool. Mean is 

largely affected by any single value being too high or too low compared to the rest of 

the sample (outliers). On the contrast, the median is much more robust and sensible. 

This is the reason in case of having skewness in our data, the median value is more 

representative than the mean value. The mean is used for normal distributions. 

(Diffen, 2019)  

 

Observing the figures 76, 77 and 78 and more specific the plots, we could say that the 

distribution of the variable max_dist is characterized by skewness. . Consequently, as 

far as the variable max_dist is concerned, we took as more representative value for the 

procedure of extracting the labels, the median of each cluster.  We had skew data in 

the rest of plots too.  

 

To sum up, we have the following descriptive values for the clusters (figure 79): 

 

 

 

 

 

 

Figure 79: Median and average values for each cluster 

 

Median 
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     Due to the fact that our data was masked, we did not know which username 

matches with businesses and which username matches with clients in order to give a 

good enough interpretation about the members of each category. In addition, we had 

no information about the money. However, we could make some assumptions. For the 

understanding of the clusters we based mainly on the variables max distance between 

two consecutive transactions.   

 

   In the cluster 2 we have median (max_dist) = 12. In this cluster would probably 

belong the following members:  

➢ Independent businesspeople with their suppliers’ transactions so as to keep 

their business running smoothly (for example an owner of a print shop should 

buy stationery) 

➢ Salaried employees, retirees and civil servants that receive their salary 

monthly and get to the internet banking every fifteen days so as to meet 

personal needs. 

➢ Construction workers and dockers that receive a daily or a weekly salary 

➢ Accountants that work on behalf of independent businesspeople in order to 

arrange the third party payments. 

  

  In the cluster 0 we have median (max_dist) = 32. In this cluster would probably 

belong the following members: 

➢ House owners that receive the payment from their tenants every month  

➢ Salaried employees, retirees and civil servants that get to the internet banking 

so as to check their salary monthly - account  

➢ Real estate agents, insurance agents, hawkers (door-to-door sellers) and in 

general individuals that make money based on percentages on sales 

➢ Individuals in a family that work but they do not need to use their account for 

family payments 

➢ Cooks, waiters and receptionists that work in “season” in hotels and the latter 

provides them with accommodation and food in their workplace 
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 In the cluster 1 we have median (max_dist) = 102. In this cluster would probably 

belong the following members: 

➢ Companies of European specifications that receive and spend money from 

European Union for educational reasons and progress. 

➢ Sailors making long trips that receive their salary at the end of their trips 

➢ Not very active users 

➢ Government investment, funds  for educational reasons and progress 

➢ Seasonal farmers that cultivate and market specific products only for some 

seasons 

 

 

4.2.4 Data for the last four months (Lead period)  

 

 

 

In the lead period we studied again the behavior of the clients and we focused on the 

variable max_dist in particular. The lead period included the last four months. This 

included the data with the same features as before but with start date 01/04/2019 and 

end date 31/07/2019. We executed again the queries that we executed the previous 

times and we exported our csv file (“churn_results_6_merged.csv”). Again, we read 

the data and checked for missing values using the function ‘count_results” but we 

fortunately we did not face null values and this time. The formed pyspark dataframe 

called “last4months”. From this dataframe we chose (as it was reasonable) only the 

users with which we worked in the whole clustering phase (joining spark dataframes) 

and then we selected only the columns with the client usernames and with max_dist. 

A sample of the output of this procedure was the following (figure 80): 
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Figure 80: max_dist for studied users in the period of the last four months 

 

 

As someone could observe, there were null values in our (joined) dataframe. The null 

values represented the fact that these clients did not make any transaction in the last 

four months.  

 

 

For the phase of extracting the labels (churn\ no churn) we needed to add a column 

(on the data frame which concerned each cluster with the double of the median value 

of max_dist of it (‘2*median(max_dist)’) and the column with the max_dist of each 

user within the last four months (‘max_dist’). As already mentioned, the labels’ 

extraction had to be in each cluster separately because of the different habits. The 

function that was used for the labels’ extraction was the following (figure 81): 

 

Figure 81: Function for extracting labels 
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This function gives as output the value 0 (no churner) for each user, if his max_dist 

value, as far as the last four month period is concerned, does not overlap the double 

value of the of cluster’s median max_dist which the user belongs to. On the contrast, 

the output is 1 (churner) if the user’s “new max_dist” value is larger than the latter. In 

other words, by natural interpretation, the user is characterized as churner if there is 

an anomaly in comparison with the cluster’s pattern in which the user belongs to.   

 

While this function was applied successfully on the clusters 0 and 2, it could not be 

applied for the cluster 1 due to the large value of its median. Cluster 1 has median 

(max_dist) = 102 (days). This means that the double value of this one, i.e. its lead 

period is 204 days. Our window- lead period was 4 months = 121 days < 204 days. As 

a result, we could not infer something for this cluster.  

 

The problem that we faced in that point was what to do with this cluster. Τhe first 

option was not to deal with it at all because it was too early so as to decide which 

users belonged to it are churners or not churners. The second option was to 

characterize all users of it as churners on the grounds that they are bad customers. The 

third option was to characterize all users of it as no churners based on the fact that 

until 31/07/2019 which is the last date of our total data, these users are theoretically 

“active” clients and have not severed their relationship with the bank in any formal 

way. But, the last two options would offer an extra weight in one of two categories 

respectively and consequently we did not know if our predictive model in the 

classification phase would have a good perform owing to the bias of the model. From 

all the above we decided to drop the cluster 1.    

  

Finally, after applying the function in figure 81 on the clusters 0 and 2 and then 

computing the number of churners and not churners in each cluster, we got the 

following results (figure 82) for each cluster and for the total (figure 83): 
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Figure 82: Number of churners/not churners in each cluster 

  

  

 Figure 83: Number of churners /not churners in total 

 

Note: Something that we observed was that in cluster 2 which represent the “good” 

clients for the period from 1/04/2019 until 31/07/2019, the churners were more than 

the non-churners. 

 

Having our disposal the desired labels, we concatenated them along with the cluster 

membership to our initial dataframe concerned the whole two year period (“stendfilt”) 

as we had mentioned in the page 46.  

 

The final number of clients that we would work with from now on was 788.615. (We 

added the clients from clusters 0 and 2). Our total pandas dataframe called 

“pd_stendfilt_with_target_by_median” had the following form (figure 84):  
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Figure 84: Total dataframe with labels 

 

 

The final step before the classification task, was extracting the dataframes, the one 

concerning the whole two years and the other two concerning each cluster to csv files 

with names:  

“data_for_classific_median_fromubuntu.csv”, 

“data_for_classific_cl0median_fromubuntu.csv”, 

“data_for_classific_cl2median_fromubuntu.csv” respectively.   

 

 

4.2.5 Whole data with labels 

 

 

4.2.5.1 Summary and visualization 

  

Reading the exported file for the whole two years from Ubuntu we displayed some 

histograms on R studio and some descriptive measures in anaconda jupyter notebook 

which are presented below (figure 85):  
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Figure 85: Histograms/Statistics for the whole data with labels 

 

Observing the histograms in figure 85 we could say that the main characteristic is the 

large skewness again. The data are gathered either on the left side of the graph or on 

the right.  

      In figures 86 and 87 we displayed two barplots about the percentage of clients 

who are churn/no churn. The first figure concerns each cluster separately wheras the 

second figure concerns the total client base:    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 86: Percentage of churn/no churn in each cluster 



  

116 
 

 

From the barplot of figure 86 we see that the percentage of churners (red color) in 

cluster 0 is only 6,5% (small percentage) whereas in cluster 2 it surpasses the fifty 

percent of the total clients in cluster 2 as it is 62,6%, i.e. it exceeds the percentage of 

non-churners (blue color) (something that is absolutely unwanted). There is an 

absolute contradiction between the two clusters. Talking about absolute values, the 

churn clients in cluster 0 are 38.583 whereas the non-churners are 555.895 and in the 

cluster 2 the churners are 121.484 whereas the non-churners are 72.653. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 87: Percentage of churn/no churn in total 

 

From the barplot of figure 87 we could see that the percentage of churners in the 

whole two years data is 20,3% (1/5 of the totality) whereas the respective one of non-

churners is a 79,7%.  Talking about absolute values, the churn clients are 160.067 

whereas the non churn clients are 628.548 in total (figure 83). 
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In windows jupyter notebook we executed some interactive histograms (using the 

library plotly) for the whole dataset and for each cluster separately. The outputs are 

following: 

 

 

Figure 88: Interactive histogram for Max_dist in total with groups 

 

The figure 88 is a screenshot of the respective interactive histogram for the variable 

max_dist for each group in the whole data. The histogram with the red color concerns 

the distribution of churners whereas the histogram with the blue color concerns the 

distribution of non-churners. The blue box is the point in which we placed the 

computer mouse in jupyter visual environment. The abscissa shows the absolute value 

of the max_dist and the ordinate shows the percentage of the respective group (no-

churners if the color is blue and churners if the color is red) that have the specific 

value. In general, we could observe that in the range [12,63] of the feature max 

distance, the higher percentages belong to no churn clients. Something that interested 

us is that for the more recent time period between 1 to 10 days the percentage of 

churners is higher than the respective one of no churn clients.  For this reason we 

executed the same plot for the same variable for each cluster separately.    
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Figure 89: Histogram for max_dist in cluster 0 for each group 

 

 

Figure 90: Histogram for max_dist in cluster 2 for each group 

 

Observing the figure 90 we could justify the previous note. In addition, observing the 

figure 89, even though the no-churners in cluster 0 for the range [1,10] have larger 

percentage, the highest value is close to 1. As a result, combining the two clusters we   

Certainly understand the “paradox”.   
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4.2.5.2 Classification  

 

So as to execute the classification (on R-studio) we first split the data to training set 

(“XY_train”), development set (“XY_dev”) and test set (“XY_test”) (with their 

respective labels). We separated the target column (“Target_by_med”) from each of 

the three extracted data sets creating the dataframes Y_train, Y_dev and Y_test   

respectively. Choosing the variables "countt", "recency", "frequency", "max_dist", 

"average_trans_dur", "diff_maxd_mind_days", "start_trans_end_data" and "Cluster" 

we were ready to run our first classifier the logistic regression. We executed 2 

approaches for the logistic regression, the first with the initial data and the second 

with the respective log data. 

 

 4.2.5.2.1 Logistic regression  

 

1st approach 

 

a) full model 

 

After fitting our training data to our model, displaying a summary of it and the 

command “summary(model1)$coef” for the coefficients of the model’s variables we 

got the following outputs (figure 91): 
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Figure 91: Summary of the model logit 

 

From the figure 91 in the first output we observed that the feature 

“start_trans_end_data” has “NA” in the columns instead of values. This means that 

there is a strong correlation between our independent variables. In the second image 

of the figure 91 we see that the model itself dropped the specific variable. In order to 

see with which variable the feature “start_trans_end_data” is highly correlated, we 

created an interactive correlation matrix (using plotly library) in jupyter and we found 

that this variable is very high correlated (corr = 0,95) with the variable 

diff_maxd_mind_days (figure 92):  

 

Figure 92: Correlation matrix (for the logit) 
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So, we fitted our model without this variable. The new outputs executing the same 

commands were the following (figure 93):   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 93: Summary of the modelnew logit 

From the figure 93, observing the estimated values for the coefficients of the input 

features and their standard errors (small values) we could say that the estimations are 

consistent enough. Also, we could say the variables recency, max_dist and 

diff_maxd_mind_days have positive influence the target variable (positive sign) 

whereas the rest have negative (negative sign). As far as the deviance is concerned, 

which is a measure of goodness of fit of a generalized linear model, we could say that 

there is a big reduction as from 557300 (with only intercept term) reduced to 184094 

(by adding the features). 

       After fitting the model, we continued to prediction step on the development set. 

In order to examine the performance of our model we computed the f1 score, the 

confusion matrix and the ARI. The results-outputs were the following (figures 94): 
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Figure 94: performance of the modelnew logit 

 

From the figure 94 we could say that the f1 score is 0.81, a good enough score for the 

performance of the model. From the confusion matrix we observe that our model 

predicted correctly 128.636 non churners and 25.220 churners. In addition, our model 

estimated incorrectly 11.754 customers as it characterized 3.519 non churners as 

churners and 8.235 churners as non-churners. The ARI score of the model is 0,689. 

ARI score has values in range [-1,1] and the value 1 is equivalent to perfect 

agreement. If 0.65 =< ARI < 0.80 then we say that we have moderate recovery. So, 

we could say that we have a mediocre agreement in our model. Αs far as the pseudo R 

squared is concerned, ideally we would like to have a value very close to 1 so as to 

say that our model has a very good predictive ability. Observing the output, we could 

say that the predictive ability of our model is very good. 
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b) feature selection  

 

We executed feature selection using the stepwise regression defining as direction = 

both (forward and backward), but the results showed us that besides the variable 

start_trans_end_data” all the rest values are important for our model. As a result we 

went to the previous procedure as could someone see in the figure 95: 

 

 

Figure 95: stepwise regression 

 

From the figure 95 we see the AIC made no difference while dropping the variable 

“start_trans_end_data”. 

 

2nd approach 

 

a) full model 
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The second approach that was executed in logistic regression was the use of log data 

(in the whole data) so as the data become a little more normal. The trigger to use log 

data (and more specific the log(a+1) where a is  feature) was the skewness of the data. 

Again, following the same procedure, the command “summary()” gave the following  

output (figure 96): 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 96: Summary of model1_log 

 

From the figure 96 we could observe that the standard errors have higher values in the 

case of log in comparison with the respective ones of no log (1st approach.) This is 

implies that the estimated coefficients are not consistent enough and even a little 
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modification could cause a huge change. As far as the evaluation of the performance 

is concerned, after fitting our model we got the following (figure 97): 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 97: Evaluation of logistic on log data 

 

From the figure 97 we observe that the f1 score is 0,797 < 0.811 = f1 score in 

approach 1. As far as the confusion matrix is concerned, the model using log has 

predicted incorrectly more data than the model without log. Although the ARI lies in 

the same range so as the recovery be characterized as moderate [0.65, 0.8), the ARI 

score is lower than the ARI in approach 1. Although the pseudo R squared is lower 
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than the respective one in the case without log we could say again that our model has 

very good predictive ability. 

 

b) feature selection 

 

After implementing stepwise regression we found that none variable was extracted 

(neither the start_trans_end_data). As a result, we were led to the case of full model as 

someone could see below in figure 98: 

 

 

Figure 98: stepwise on log (data+1) 

 

 

4.2.5.2.2 Naïve Bayes  

 

Using the command “naiveBayes()” we built a naïve Bayes model (“model_NB”). 

After fitting our model with the data, we continued to the predictions and then to the 

part of evaluating its performance. The outputs after executing the appropriate 

commands are the following (figure 99): 
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Figure 99: Performance of Naive Bayes 

 

From the figure 99 we observe that Naïve Bayes classifier does not perform well on 

our data as it has low f1 score and ARI. The value of ARI is lower than the range 

[0.65,0.8) which means that the recovery is poor.  Something that attracted our 

interest is that Naïve Bayes identified correctly more “real” churners (31.101) in 

comparison with the logistic regression (approach 1) that found 24.625. In addition it 

predicted incorrectly 13.788 no churners as churners whereas the logistic regression 

predicted incorrectly 3.708   no churners as churners. In a way we could say that the 

Naïve Bayes classifier is biased in favor of churners. The above output confirms the 

reason of poor performance on data which is, as we have mentioned before (page 38), 

the (strong) dependence between the predictors. (In our case there is indeed a very 
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high correlation between the variables “start_trans_end_data” and 

“diff_maxd_mind_days”. 

4.2.5.2.3 An additional try   

 

In R studio we tried to implement the random forest classifier on our data using the 

data “randomForest()”  but unfortunately, it was not completed due to memory error.    

 

 

4.2.5.3 Conclusions 

 

Studying the performance of the two classifiers, the logistic regression classifier was 

the winner (1st approach). So the last step was to apply the best classifier on the test 

set so as to predict the wanted probability. We dropped the variable 

“start_trans_end_data” from the test set and continued to the prediction. For the 

prediction we used the command “predict()” by setting  “response” to the argument 

“type” so as to get the probability of being someone churner. A sample of the output 

is below (figure 100): 

 

Figure 100: Predicted probabilities on test set 

 

In order to create a more user-friendly output, we exported the estimated probabilities 

to a csv file (”probabilities_test.csv”) and read them on windows jupyter notebook 

creating a pandas data frame with two columns (Churn/No Churn) and as values the 

probabilities of belonging to each category. A sample of the formed pandas dataframe 

is the following (figure 101): 
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Figure 101: Final results on jupyter notebook 

 

4.2.5.4 Some extra notes  

 

After identifying a bank possible churners, should take action as soon as possible. 

To regain that lost customer base, business should firstly study their transactions on 

the branches. It is more common for clients to visit a bank branch in order to make 

their transactions than entering to the bank website. Secondly, the former should 

check-analyze the reasons that led these clients reduce the number of their logins.  

 

 

However, sometimes a bank just has to let some customers go; it should consider that 

it cannot keep everybody happy. The bank should take into account the profitability of 

its clients in order to decide which ones to let go. Some customers that are not 

frequent users may offer great amounts of gains to the bank. These clients are worth 

retaining. In conclusion, a bank should not check only to reduce its customer churn 

rate, but rather should examine to increase the gain at the same time. (Netigate, 2019) 
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Chapter 5 Limitations & Extensions 

 

5.1 Limitations 

 

➢ In accordance with the Bank’s policy it was not allowed to publish data  

➢ The main problem that we faced was that we received the final real data 

during the last three weeks of the project duration.  

➢ The project’s nature was such that we had to execute the queries many times 

and this was a handling procedure from an authorized person. 

➢ The data concerns real clients of the bank, so, it was needed to be anonymized 

so as to be utilized, something that required time. 

➢ The large amount of data was way too heavy, as a result, the windows 

operating system was too slow in executing some commands or was not 

capable to execute some ones.  

➢ Due to a computers’ problem, the installation of some packages-libraries in 

Ubuntu was impossible and we had to alternate windows-Ubuntu. 

➢ The Pyspark has not many packages as far as the visualization is concerned, so 

we had to convert pyspark data frames to pandas ones.   

 

     

5.2 Extensions 
 

 

➢ Our transactional data did not include monetary values which is a feature with 

strong influence. Consequently, someone could reinforce the model’s fidelity 

adding them as a feature in the clustering phase. 

➢ As additional features that could be added as input to the clustering phase 

would be demographic characteristics, the type of utilizing device combined 

with the age of the clients, etc. so as analysts have a more correct behavioral 

segmentation of clients. 

➢ It could be a separation of clients to businesses and individuals because of the 

different behaviors. 
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➢ The internet banking transactions could be combined with the transactions of 

users at branches because there is quite a large part of the population that is 

not familiar with the internet and technology in general.  

➢ Having someone at his disposal more resources, they could implement more 

algorithms that were utilized in our research but did not work such as PAM (K 

- Medoids) or Clara (Clustering Large Applications, extension to K-medoids 

methods for dealing with large amount of data) about the procedure of 

clustering and RandomForest or DecisionTrees for the classification phase.  
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